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-is paper considers the problem of consensus control for a class of nonlinear multiagent systems with incremental quadratic
constraints and time delays. Each agent exchanges state information through a strongly connected communication topology.
Based on the information obtained from neighboring agents, a distributed consensus protocol is designed. A delay-independent
consensus condition is formed for the protocol to solve the consensus problem by employing Lyapunov–Krasovskii functional
method. In order to deal with the nonlinear terms in matrix inequalities, an iterative algorithm is proposed by using the Schur
complement lemma and the cone complementary linearization method. -e nonlinearities under consideration are more general
than many other nonlinearities considered in related literature studies since the incremental quadratic constraints include many
other known nonlinearities as some special cases. Finally, we give a numerical example to illustrate the effectiveness of the
proposed consensus control protocol.

1. Introduction

-e consensus control problem of multiagent systems
(MAS) has drawn lots of attention from researchers of
systems and control community over the past few decades
[1]. -is is partly because the consensus problem has wide
applications in different areas such as optimization, for-
mation control, sensor network, dynamic agents of network,
and cooperative surveillance.

In the past few years, researchers have made consider-
able progresses in the consensus control area and many
aspects of consensus control are fully investigated. Many
important results have been analyzed and published about
the consensus control for linear, second-order, and high-
order MAS, as seen in [2–7]. Finite-time consensus problem
also attracts much attention from researchers [8, 9], and they
mainly investigated how MAS can reach consensus within a
certain time. In [10], the authors worked on the consensus
problem for linear MAS under a time-invariant commu-
nication topology. In order to save energy in real-word
mechanical systems, many different methods, such as event-
trigger-based control [11, 12], intermittent control [13], and

sampled-data-based control [14], are invented to help
solving consensus problem [15]. Instead of focusing on node
consensus, authors in [16] studied nonnegative edge con-
sensus due to physical considerations. As an important
topic, group consensus also received much attention and
many important works are published [17, 18].

It is worth mentioning that most of the existing papers
are focusing on linear MAS, but physical systems always
contain complicated nonlinearities. -erefore, consensus
problem for nonlinear MAS deserves more attention.
However, there exists no universal approach to solve the
consensus problem for nonlinear MAS, and researchers are
mostly concentrating on some types of systems with special
nonlinearities (see, e.g., [19–21]). Researchers in [19] pro-
vided a linear matrix inequality-based method to design
adaptive consensus control protocols for nonlinear MAS
with Lipschitz nonlinearities by introducing adaptive cou-
pling weights. Further, this method was extended to solve
the consensus problem for nonlinear MAS whose nonlin-
earities satisfy one-side Lipschitz constraints in [20].

Time delays often appear in systems control and may
bring instability to systems. -erefore, it is essential to
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consider time delays in system control. Liu et al. [22] studied
the consensus problem for nonlinear Lipschitz time-delay
systems with input saturation. In [23], by applying a re-
duction method, the authors investigated the consensus
problem for Lipschitz nonlinear MAS with input delays.
Time delays also appear in communication between agents
and pose a grave threat on consensus control, so many
authors considered the consensus problem with commu-
nication delay (see, e.g., [24, 25]).

On the other hand, the incremental quadratic con-
straints (δQC) were first proposed in [26]. As stated in [27],
δQC can be described by a set of multiplier matrices which
we call incremental multiplier matrices (δ MMs) in a par-
ticular form, and many other types of nonlinearities, such as
Lipschitz, one-side Lipschitz, and incremental sector bound
nonlinearities, can be rewritten in a unified form of δQC.
Many references consider the control and observation
problem for systems with nonlinearities satisfying δQC
[26–32]. In [28], the authors proposed a secure chaotic
communication scheme of chaotic systems which satisfy
δQC. In [31], full-order and reduced-order observers for
discrete-time systems whose nonlinearities satisfy δQC are
designed. Adaptive state observers are designed for incre-
mental quadratically nonlinear systems in [32]. However, to
the best of our knowledge, we can hardly find any papers that
investigate the consensus control for nonlinear MAS whose
nonlinearities satisfy δQC.

In this paper, we aim to focus on investigating the
consensus problem for nonlinear MAS whose nonline-
arities satisfy δQC with time delays. Compared with the
current literature, there are about two main contributions
in this work. Firstly, we design a distributed consensus
protocol for incremental quadratically nonlinear MAS,
and the considered nonlinearities include many common
nonlinearities as some special cases. In other words, our
results generalize and unify quite a few consensus pro-
tocol-design problems for many nonlinear systems. Sec-
ondly, this paper considers the sabotage of time delays,
and a delay-independent consensus condition is estab-
lished for the proposed consensus protocol by employing
Lyapunov–Krasovskii functional method. Moreover, an
iterative algorithm was proposed to handle nonlinear
terms in matrix inequalities by applying cone complement
linearization (CCL) method. We transform the non-
convex feasibility problem to some sequential optimiza-
tion problem. Consequently, it can solve the proposed
sufficient conditions via the linear matrix inequalities
(LMI) method. Furthermore, the gain matrix and cou-
pling weight can be computed through the proposed it-
erative algorithm.

-e rest of this paper is organized as follows. Prelimi-
naries are given in Section 2. -e consensus problem for
incremental quadratically nonlinear systems with time de-
lays is investigated in Section 3. In Section 4, we provide a
numerical example to illustrate the effectiveness of the de-
veloped results. Finally, Section 5 draws the conclusions.

In this paper, we use x ∈ Rn representing a vector of n

real elements. Rm×n denotes the set of all m by n real ma-
trices. 〈·, ·〉 is the inner product in R, i.e., given x, y ∈ Rn,

then 〈·, ·〉 � xTy. ‖ · ‖ denotes the Euclidean norm. E> 0
means E is a symmetric positive definite matrix and E≥ 0
denotes symmetric positive semidefinite matrix. E − F≥ 0
represents that the matrix E − F is symmetric semipositive
definite. In represents an identity matrix of dimension n. I is
an identity matrix of any appropriate dimension. E⊗F

denotes the Kronecker product of matrices E and F.
Minimize Tr(􏽐

N
i�1 Ai) represents the minimum trace for a

set of matrices Ai. -e notation ∗ is used to denote the blocks
induced by symmetry.

2. Preliminaries

In this paper, we consider an incremental quadratically
nonlinear MAS with N agents represented as follows:

_xi(t) � Axi(t) + Ahxi(t − h) + Bφ t, zi(t)( 􏼁 + Fui(t),

zi(t) � Cxi(t) + Chxi(t − h),
(1)

with

xi(t) � ηi(t), ∀t ∈ [− h, 0], i � 1, 2, . . . , N, (2)

where A ∈ Rn×n, Ah ∈ Rn×n, B ∈ Rn×m, F ∈ Rn×r and C and
Ch ∈ Rq×n are constant matrices. xi(t) ∈ Rn is the state
vector and xi(t − h) ∈ Rn is the time-delay state. ui ∈ Rr is
the control input or protocol. -e scalar h> 0 is the constant
delay. ηi is the continuous initial condition. We put all the
nonlinear time-varying terms into a vector-valued nonlinear
function φ(t, z) ∈ Rm.

-ose agents exchange information via a network
modeled by a communication graph G with G � (V,E).
V � 1, . . . , N{ } means the set of nodes, and E ⊂V × V

represents the set of edges. In this paper, nodes denote
agents while edges represent communication links. -e
adjacency matrix of a graph G is denoted by A � [aij]N×N,
where N means the number of agents in this network and

aij �

0, if vi, vj􏼐 􏼑 ∉ E,

0, ∀i � j,

1, if vi, vj􏼐 􏼑 ∈ E,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

where aij denotes the connection between agents ith and jth
of the network of all agents. aij � 0 means there is no
connection between agents ith and jth. aij � 1 means
connection between agents ith and jth exists. Given an
undirected communication graph, we have aij � aji. -e
Laplacian matrix L for MAS is defined as follows:

L � Lij􏽨 􏽩
N×N

, (4)

where

Lij �
􏽘

N

j�1,i≠j
aij, ∀i � j,

− aij, ∀i≠ j.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

In this paper, we consider a distributed consensus
protocol based on the states feedback of neighboring agents
(see [19]):
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ui(t) � cK 􏽘
N

j�1
aij xi(t) − xj(t)􏼐 􏼑, (6)

where c> 0 is the coupling weight between neighboring
agents, K ∈ Rp×n is the feedback gain matrix and that will be
computed later.

Lemma 1 (see [33]). The networkG has a spanning tree that
connects any two agents in the MAS if and only if Laplacian
matrix L of G has a simple zero eigenvalue and all the other
eigenvalues have positive real parts.

Lemma 2 (see [34]). For any given symmetric matrix

R ∈ Rn×n with the form R �
R11 R12
RT
12 R22

􏼢 􏼣 where R11 ∈ Rr×r,

R12 ∈ Rr×(n− r), and R22 ∈ R(n− r)×(n− r), then the following
three conditions are equal:

1: R< 0,

2: R11 < 0, R22 − RT
12R

− 1
11R12 < 0,

3: R22 < 0, R11 − R12R
− 1
22RT

12 < 0.

(7)

Definition 1 (see [30]). A symmetric matrix M ∈
R(q+m)×(q+m) is an incremental multiplier matrix (δMM) for
vector-valued function φ(t, z(t)) if it satisfies the following
incremental quadratic constraints (δQC):

δz

δφ
􏼢 􏼣

T

M
δz

δφ
􏼢 􏼣≥ 0, (8)

for all z1(t), z2(t) ∈ Rq and all φ(t, z1(t)),φ(t, z2(t)) ∈ Rm,

where M �
M11 M12
MT

12 M22
􏼢 􏼣, in which M11 � MT

11 ∈ R
q×q and

M22 � MT
22 ∈ R

m×m, and δz � z1(t) − z2(t) and δφ � φ(t,

z1(t)) − φ(t, z2(t)).
In this paper, we consider a vector-valued nonlinear

function φ, which can be described in the form of δQC
characterized by a set of symmetric matrices. Actually, δQC
include many common nonlinearities as some special cases,
such as the sector constraint, slope-restricted, Lipschitz, and
one-side Lipschitz nonlinearities. We refer the interested
readers to [26–32] for more details. Some nonlinearities
satisfying δQC will be listed.

Remark 1. If φ is globally Lipschitz nonlinearity for z (see,
e.g., [31]), there is a positive constant Lg > 0 for any
z1, z2 ∈ Rq such that

‖δφ‖≤Lg‖δz‖, (9)

which is equivalent to (where q � m)

L
2
gδz

Tδz − δφTδφ≥ 0. (10)

-erefore, inequality (8) is satisfied by choosing

M � υ
L2

gIq 0

0 − Im

􏼢 􏼣, (11)

with υ> 0.

Remark 2. If φ satisfies quadratically inner bounded con-
straints with respect to z (see, e.g., [31]), there exist some
scalars α2, α3 ∈ R such that (where q � m)

‖δφ‖
2 ≤ α2‖z‖

2
+ α3〈δφ, δz〉. (12)

-e incremental multiplier matrix can be chosen as
follows:

M � υ

α2Iq

α3
2

Iq

α3
2

Iq − Iq

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (13)

with υ> 0.
It is worth mentioning that as shown in [26, 27], by

properly selecting the incremental multiplier matrix, most of
the nonlinearities can be rewritten in the form of (8). So the
nonlinearities considered in this paper aremore common than
other nonlinearities considered in recent literature studies.

Assumption 1. All the nonlinear agents as described by (1)
communicate with each other through a strongly connected
graph G.

Assumption 2. -e nonlinear vector-valued functions φ in
(1) satisfies δQC as defined in Definition 1 with a known
incremental multiplier matrix M ∈ M.

Remark 3. For MAS described by (1), we can have the
following condition from Assumption 2:

z(t)

φ(t, z(t))
􏼢 􏼣

T

M
z(t)

φ(t, z(t))
􏼢 􏼣≥ 0, (14)

where

z
T
(t) � z1(t) − z

∗
( 􏼁

T
, z2(t) − z

∗
( 􏼁

T
, . . . , z3(t) − z

∗
( 􏼁

T
􏽨 􏽩,

φ(t, z(t)) � φ t, z1(t)( 􏼁 − φ t, z
∗

( 􏼁( 􏼁
T
, . . . ,􏽨

φ t, zN(t)( 􏼁 − φ t, z
∗

( 􏼁( 􏼁
T
􏽩
T
,

M �
M11 M12

MT
12 M22

􏼢 􏼣,

M �
IN ⊗M11 IN ⊗M12

IN ⊗M12
T IN ⊗M22

􏼢 􏼣.

(15)

3. Main Results

-e consensus problem under Assumptions 1 and 2 for the
nonlinear MAS (1) with a constant time delay is investigated
in the following section.
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Theorem 1. Consider the MAS described in (1) satisfying
Assumptions 1 and 2 with a given incremental multiplier
matrix M. Suppose that there exist matrices P> 0, Q> 0 and
scalars α> 0, τ > 0 such that the following matrix inequality is
satisfied:

Φ11 Ah B

∗ − Q 0

∗ ∗ 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ αψΨT

MΨψ < 0, (16)

where

Φ11 � AP + PA
T

+ PQP − τFF
T
,

Ψ �
C Ch 0

0 0 I
􏼢 􏼣,

ψ � diag P, IN, IN( 􏼁.

(17)

-en, the consensus control protocol given by (6) can
asymptotically solve the consensus problem for MAS (1)
with the feedback control gain K � − FTP− 1 and the cou-
pling weight c≥ τ/2 z(L), where z(L) represents the mini-
mum nonzero eigenvalue of the graph G.

Proof. Letting ei(t) � xi(t) − (1/N) 􏽐
N
j�1 xj(t), it follows

that ei(t) and zi(t) satisfy the following dynamics:

ei

.
(t) � Aei(t) + Ahei(t − h) + Bφ t, zi(t)( 􏼁

−
1
N

􏽘

N

j�1
Bφ t, zi(t)( 􏼁

+ 􏽘
N

j�1
caijFK ei(t) − ej(t)􏼐 􏼑,

zi(t) −
1
N

􏽘

N

j�1
zj(t) � Cei(t) + Chei(t − h),

i � 1, 2, . . . , N.

(18)

Firstly, we consider the following Lyapunov function
candidate:

V(t) � 􏽘
N

i�1
e
T
i (t)P

− 1
ei(t)

+ 􏽘
N

i�1
􏽚

t

t− h
ei(α)

T
Qei(α)dα,

(19)

where P> 0, Q> 0 and P, Q ∈ Rn×n.
-e time derivative of V(t) along the trajectory of the

consensus error dynamic system in (18) is given by

_V(t) � 2􏽘
N

i�1
ei(t)

T
P

− 1
Aei(t) + Ahei(t − h)( 􏼁

+ 2􏽘
N

i�1
ei(t)

T
P

− 1
B φ t, zi(t)( 􏼁 −

1
N

􏽘

N

j�1
φ t, zj(t)􏼐 􏼑⎛⎝ ⎞⎠

+ 2􏽘
N

i�1
ei(t)

T
P

− 1
FK 􏽘

N

j�1
caij ei(t) − ej(t)􏼐 􏼑

+ 􏽘
N

i�1
ei(t)

T
Qei(t) − ei(t − h)

T
Qei(t − h)􏼐 􏼑.

(20)

Noticing that 􏽐
N
i�1 ei

T(t) � 0, so one can have

􏽘

N

i�1
ei(t)

T
P

− 1
B φ t, z

∗
( 􏼁 −

1
N

􏽘

N

j�1
φ t, zj(t)􏼐 􏼑⎛⎝ ⎞⎠ � 0. (21)

-en, relative terms in (20) satisfy

2􏽘
N

i�1
ei(t)

T
P

− 1
B φ t, zi(t)( 􏼁 −

1
N

􏽘

N

j�1
φ t, zj(t)􏼐 􏼑⎛⎝ ⎞⎠

� 2􏽘
N

i�1
e(t)

T
P

− 1
B φ t, zi(t)( 􏼁 − φ t, z

∗
( 􏼁( 􏼁.

(22)

Let e(t) � [eT1(t), eT2(t), . . . , eTN(t)]T and e(t − h) �

[eT1(t − h), eT2(t − h), . . . , eTN(t − h)]T.
-en, the following inequality is derived by (20) with

K � − FTP− 1:
_V(t) � e

T
(t) IN ⊗ P

− 1
A + A

T
P

− 1
􏼐 􏼑􏼐 􏼑e(t)

+ e
T
(t) IN ⊗ 2P

− 1
Ah􏼐 􏼑e(t − h)

− e
T
(t) 2cL⊗P

− 1
FF

T
P

− 1
􏼐 􏼑e(t)

+ e
T
(t) IN ⊗ 2P

− 1
B􏼐 􏼑φ(t, z(t))

+ e
T
(t) IN ⊗Q( 􏼁e(t) − e

T
(t − h) IN ⊗Q( 􏼁e(t − h),

(23)

where φ(t, z(t)) � [(φ(t, z1(t)) − φ(t, z∗))T, . . . , (φ(t,

zN(t)) − φ(t, z∗))T]T.
Let ΩTLΩ � Λ and Λ � diag(0, λ2, . . . , λi, . . . , λN),

where Ω is an unitary matrix satisfying Ω− 1 � ΩT and λi

denotes the positive eigenvalues of the Laplacian matrix L.
By substituting L � ΩΛΩT, 􏽥ξ � I⊗(ΩT⊗In)ξ, and
ξ � ceT(t) eT(t − h) (φ(t, z(t)))T􏽨 􏽩

T
, one can have

− e
T
(t) 2cL⊗P

− 1
FF

T
P

− 1
􏼐 􏼑e(t)

� − 􏽘
N

i�1
􏽥e
T
i (t)2cλiP

− 1
FF

T
P

− 1
􏽥ei(t).

(24)

Notice that
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− 􏽘
N

i�1
􏽥e
T
i (t)2cλiP

− 1
FF

T
P

− 1
􏽥ei(t)

≤ − 􏽥e
T
(t) IN ⊗ 2 z(L)cP

− 1
FF

T
P

− 1
􏼐 􏼑􏽥e(t).

(25)

-en, we choose the coupling weight c such that
2 z(L)c≥ τ, which implicates

− 􏽥e
T
(t) IN ⊗ 2 z(L)cP

− 1
FF

T
P

− 1
􏼐 􏼑􏽥e(t)

≤ − 􏽥e
T
(t) IN ⊗ τP

− 1
FF

T
P

− 1
􏼐 􏼑􏽥e(t).

(26)

So (23) can be written into a compact form as follows:

_V(t) � 􏽥ξ
T
Φ􏽥ξ, (27)

where

Φ �

Φ11 IN ⊗P− 1Ah

∗ IN⊗ − Q

∗ ∗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

IN ⊗P− 1B

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Φ11 � IN ⊗ P
− 1

A + AP
− 1

+ Q − τP
− 1

FF
T
P

− 1
􏼐 􏼑.

(28)

Secondly, we have the following equality from (1):
z(t)

φ(t, z(t))
􏼢 􏼣 � Ψξ, (29)

where

Ψ �
IN⊗C IN⊗Ch 0

0 0 I
􏼢 􏼣. (30)

Substituting (29) into (14) yields

ξTΨTMΨξ ≥ 0. (31)

-e nonlinear φ(t, zi(t)) satisfies Definition 1 with a
symmetric matrix M, so we can define a set of incremental
multiplier matrices by MΩ � αM; α> 0􏼈 􏼉, where MΩ ∈ M.
Now by substituting M with αM in (31) and applying
􏽥ξ � I⊗(ΩT⊗In)ξ, (31) can be further expressed as follows:

􏽥ξ
T
ΨTαMΨ􏽥ξ ≥ 0. (32)

Adding the terms on the left side of (31) to the right side
of (27) yields

_V(t)≤ 􏽥ξ
T
Φ + ΨTαMΨ􏼒 􏼓􏽥ξ. (33)

If _V(t)< 0, the synchronization error e will converge to
the origin according to the Lyapunov stability theory.
-erefore, we need to verify that

Φ + ΨTαMΨ< 0. (34)

By utilizing the Kronecker product, it can be validated
that the inequality (34) is equivalent to

IN⊗
Φ11 P− 1Ah

∗ − Q

∗ ∗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

P− 1B

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + ΨTαMΨ
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠< 0, (35)

where Ψ is defined in -eorem 1.
Since IN > 0, the condition (35) holds if and only if

􏽥Φ11 P− 1Ah

∗ − Q

∗ ∗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

P− 1B

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + ΨTαMΨ< 0, (36)

where
􏽥Φ11 � P

− 1
A + AP

− 1
+ Q − τP

− 1
FF

T
P

− 1
. (37)

-en multiply both the left and right sides of the matrix
in (36) by a reversible matrix ψ � diag(P, IN, IN) for a
similar transformation, and we have condition (16). If
condition (16) holds, then _V(t)< 0. Hence, the consensus
error dynamic system (18) is asymptotically stable, and the
consensus error e⟶ 0 as t⟶∞. -erefore, the con-
sidered MAS can reach consensus. -is completes the proof
of -eorem 1. □

Remark 4. -eorem 1 offers a sufficient condition that the
nonlinear time-delay MAS can reach consensus. -en, we
need to find a solution to the constraint in -eorem 1 to
retrieve the consensus control gain matrix K and the cou-
pling weight c.

After partitioning M in the form of (8) and applying the
Schur complement lemma to (16), the inequality (16) is
equivalent to

AP + PAT − τFFT + αPCTM11CP Ah + αPCTM11Ch B + αPCTM12 P

∗ − Q + αCT
h M11Ch αCT

h M12 0

∗ ∗ αM22 0

∗ ∗ ∗ − Q− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0. (38)

It should be noted that inequality (38) is not linear with
the variables P and Q so we cannot directly utilize a convex
optimization algorithm to find a solution. -erefore, in
order to complete the design of the consensus control law in
this paper, we can transform the nonlinear constraints into

corresponding convex optimization problems subject to
LMI constraints. A general treatment to (38) is to employ the
cone complementary linearization [20, 35–37]. On the other
hand, a necessary condition for the feasibility of (38) is
M22 < 0 obviously. Further, when M11 > 0, M11 � 0 or
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CTM11C< 0, the matrix inequality (38) can be transformed
to different sequential corresponding convex optimization
problems subject to LMI constraints, respectively, which
deserve further concrete discussions.

Based on the above discussions, we have the following
corollaries to -eorem 1.

Corollary 1. Consider the MAS described in (1) satisfying
Assumptions 1 and 2 and the given incremental multiplier M
satisfying M22 < 0 and M11 � 0. Suppose that there exist
matrices P> 0, W> 0, 􏽥W> 0, Q> 0, 􏽥Q> 0 and scalars
α> 0, τ > 0 such that the following matrix inequalities are
satisfied:

AP + PAT − τFFT Ah B + αPCTM12( 􏼁 P

∗ − Q αCT
h M12 0

∗ ∗ αM22 0

∗ ∗ ∗ − W

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,

(39)

􏽥W I

∗ 􏽥Q
􏼢 􏼣≥ 0, (40)

􏽥WW � I,

􏽥QQ � I.
(41)

-en, the consensus control protocol given by (6) can
asymptotically solve the consensus problem for MAS given
by (1) with the feedback control gain K � − FTP− 1 and the
coupling weight c≥ τ/2 z(L), where z(L) represents the
minimum nonzero eigenvalue of the graph G.

Proof. Firstly, (38) turns into the following with M11 � 0:
AP + PAT − τFFT Ah B + αPCTM12( 􏼁 P

∗ − Q αCT
h M12 0

∗ ∗ αM22 0

∗ ∗ ∗ − Q− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0.

(42)

Secondly, we here introduce a new matrix variable W> 0
and make sure that

Q
− 1 ≥W. (43)

Note that (43) is equivalent to

􏽥W I

∗ 􏽥Q
⎡⎣ ⎤⎦≥ 0, (44)

where 􏽥W � W, 􏽥Q � Q− 1. -en, we replace Q− 1 with W in
(42) and have (39). If (39)–(41) hold, (42) is satisfied. -is
completes the proof of Corollary 1. □

Similarly, we have the following two corollaries when
M11 > 0 and CTM11C< 0, respectively. We omit proofs here.

Corollary 2. Consider the MAS described in (1) satisfying
Assumptions 1 and 2 and the given incremental multiplier M
satisfying M22 < 0 and M11 > 0. Suppose that there exist
matrices P> 0, Q> 0, 􏽥Q> 0, W> 0, 􏽥W> 0, and scalars
α> 0, τ > 0, such that the following inequalities are satisfied:

AP + PAT − τFFT Ah + αPCTM11Ch( 􏼁 B + αPCTM12( 􏼁 P
��
α

√
PCTM11

∗ − Q + αCT
h M11C( 􏼁h αCT

h M12 0 0

∗ ∗ αM22 0 0

∗ ∗ ∗ − W 0

∗ ∗ ∗ ∗ − M11

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0.

􏽥W I

∗ 􏽥Q

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦≥ 0,

(45)

􏽥WW � I,

􏽥QQ � I.
(46)

-en, the consensus control protocol given by (6) can
asymptotically solve the consensus problem for MAS given
by (1) with the feedback control gain K � − FTP− 1 and the
coupling weight c≥ τ/2 z(L), where z(L) represents the
minimum nonzero eigenvalue of the graph G.

Corollary 3. Consider the MAS described in (1) satisfying
Assumptions 1 and 2 and the given incremental multiplier M
satisfying M22 < 0 and CTM11C< 0. Suppose that there exist
matrices P> 0, Q> 0, W1 > 0, W2 > 0, 􏽥P> 0, 􏽥Q> 0, 􏽥W1 > 0,
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􏽥W2 > 0, and scalars α> 0, τ > 0, such that the following in-
equalities are satisfied:

AP + PAT − τFFT − αW2 Ah + αPCTM11Ch( 􏼁 B + αPCTM12( 􏼁 P

∗ − Q + αCT
h M11Ch( 􏼁 αCT

h M12 0

∗ ∗ αM22 0

∗ ∗ ∗ − W1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0.

􏽥W1 I

∗ 􏽥Q
⎡⎣ ⎤⎦≥ 0,

− CTM11C
􏽥P

∗ 􏽥W2

⎡⎣ ⎤⎦≥ 0,

􏽥W1W1 � I,

􏽥W2W2 � I,

􏽥QQ � I,

􏽥PP � I.

(47)

-en, the consensus control protocol given by (6) can
asymptotically solve the consensus problem for MAS given
by (1) with the feedback control gain K � − FTP− 1 and the
coupling weight c≥ τ/2 z(L), where z(L) represents the
minimum nonzero eigenvalue of the graph G.

As mentioned in [20, 35, 36], we can deal with the
original feasibility problem in Corollary 1 by solving the
following optimization with variables 􏽥W, W, P, Q, and 􏽥Q:

min Trace ( 􏽥WW + 􏽥QQ)

subject to
􏽥W I

∗ W
⎡⎣ ⎤⎦≥ 0,

􏽥Q I

∗ Q
⎡⎣ ⎤⎦≥ 0

and inequalities (39), (40).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(48)

In (48), equalities (46) are transformed into inequalities
􏽥W I

∗ W
􏼢 􏼣≥ 0,

􏽥Q I

∗ Q
􏼢 􏼣≥ 0. It ensures that we can attain

􏽥W � W− 1 and 􏽥Q � Q− 1 with the required accuracy. -e
specific algorithm is given in Algorithm 1.

-e original feasibility problem in Corollary 2 can be
tackled by solving the following optimization subject to LMI
constraints with variables 􏽥W, W, P, Q, and 􏽥Q:

min Trace ( 􏽥WW + 􏽥QQ)

subject to
􏽥W I

∗ W
⎡⎣ ⎤⎦≥ 0,

􏽥Q I

∗ Q
⎡⎣ ⎤⎦≥ 0

and inequalities (45).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(49)

-e original feasibility problem in Corollary 3 can be
tackled by solving the following optimization subject to

LMI constraints with variables 􏽥W1, W1, 􏽦W2,

W2, 􏽥P, P, Q, and 􏽥Q:

min Trace 􏽥W1W1 + 􏽥W2W2 + 􏽥PP + 􏽥QQ􏼐 􏼑

subject to
􏽥W1 I

∗ W1

⎡⎣ ⎤⎦≥ 0,
􏽥W2 I

∗ W2

⎡⎣ ⎤⎦≥ 0

􏽥Q I

∗ Q
⎡⎣ ⎤⎦≥ 0,

􏽥P I

∗ P
⎡⎣ ⎤⎦≥ 0

and inequalities (47).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(50)

Remark 5. It is worth mentioning that during the deri-
vation process in the proof of -eorem 1, we introduced a
positive scalar τ that 2z(L)c≥ τ, where z(L) represents
the minimum nonzero eigenvalue of the graph G. Hence,
we need to find a positive τ to choose c. In our results,
τ > 0 needs to be chosen such that the inequality in
-eorem 1 is satisfied. In fact, τ needs to be adjusted few
times to find a feasible solution in Algorithm 1. Once the
inequality in -eorem 1 is satisfied with a positive τ, then
we can select the coupling weight c as long as it satisfies
2z(L)c≥ τ, which will be exemplified in the simulation
part.

Remark 6. -e inequalities in corollaries can be solved by
applying CCL algorithm and LMI-tools. After using LMI-
tools of MATLAB, we can find a feasible solution to the
constraints in (48) with respect to variables
􏽥W, W, P, Q, and 􏽥Q. -ose constraints ensure 􏽥Q and 􏽥W are
the inverses of Q andW, respectively. We can attain the
variables with the required accuracy from a freedom in
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minimization. After verifying conditions in Corollary 1 are
satisfied, we can design the gain matrix via K � − FTP− 1 and
the coupling weight c to complete the consensus control law
design. -e interested readers refer to [35–37] for more
details about CCL algorithm. By making appropriate
modifications to Algorithm 1, we can easily derive algo-
rithms for Corollary 2 and Corollary 3.

Remark 7. δQC include many common nonlinearities as
some special cases. In the sense, δQC can be employed for
more general scenarios. -erefore, the results in this paper
have wider application scenarios compared with the existing
references ([20, 21], etc.).

4. Simulation Example

In this section, we provide a numerical simulation to il-
lustrate the effectiveness of the proposed consensus control
protocol. For simplicity, we only simulate Corollary 1.
Consider a network of mobile agents. Each agent with
nonlinear dynamics remains the same as in (1) with the
following parameters (from [38]):

A �
− 2 0

0 − 0.9
􏼢 􏼣,

Ah �
− 1 0

− 1 − 1
􏼢 􏼣,

B �
0.2 0.7

0.3 0.4
􏼢 􏼣,

F � 1 1􏼂 􏼃
T
,

C � 0.6 0.8􏼂 􏼃,

Ch � 0.5 0.9􏼂 􏼃,

φ(t, z) � 0.5 0.5(1 + sin t)0.5(1 − sin t)􏼂 􏼃
T ∗ z,

(51)

where φ is a nonlinear function since t is changeable. z

contains the time-delay term Chx(t − h), and h � 4 in this
simulation. φ(t, z) and z satisfy δQC with an incremental
multiplier matrix [38]:

M �

0 0.5 0.5

0.5 − 1 0

0.5 0 − 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (52)

-ose agents exchange information under a connection
graph as shown in Figure 1. -us, we can obtain the fol-
lowing Laplacian matrix, the communication matrix be-
tween agents:

L �

2 − 1 0 0 0 − 1 0 0

− 1 3 − 1 − 1 0 0 0 0

0 − 1 3 − 1 0 − 1 0 0

0 − 1 − 1 4 − 1 0 0 − 1

0 0 0 − 1 2 0 − 1 0

− 1 0 − 1 0 0 2 0 0

0 0 0 0 − 1 0 2 − 1

0 0 0 − 1 0 0 − 1 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (53)

-e minimum nonzero eigenvalue of the graph
Gz(L) � 0.29. Let τ � 2.3 and α � 0.2. By applying Algo-
rithm 1 with the LMI toolbox of MATLAB, we can find a
feasible solution to (42) with

P �
2.9926 − 0.6004

− 0.6004 5.2398
􏼢 􏼣,

Q �
13.2397 0.0000

0.0000 13.2397
􏼢 􏼣.

(54)

We choose c � 4 here for 2 z(L)c≥ τ. -e feedback
control gain matrix K � − FTP− 1 � − 0.3812 − 0.2345􏼂 􏼃.
Now we have completed the consensus control protocol
design.

(1) Choose proper scalars τ > 0 and α> 0 to guarantee a feasible solution to the inequalities in (48).
(2) Find a feasible set 􏽥W0, W0,

􏽥Q0, Q0, P0 so that inequalities in (48) can be satisfied. Adjust scalars τ and α and try again when feasible
solutions cannot be found. -en, set k � 0.

(3) Solve the following minimization optimization problem with respect to variables 􏽥W, W, P, Q, and 􏽥Q.
min Trace(Wk

􏽥W + W 􏽥Wk + 􏽥QkQ + 􏽥QQk), subject to inequalities in (48). Find the new optimization solution 􏽥W, W, P, Q, 􏽥Q,
then set 􏽥Wk+1 � 􏽥W, Wk+1 � W, 􏽥Qk+1 � 􏽥Q, Qk+1 � Q, Pk+1 � P.

(4) If the inequality (42) is satisfied with the matrices Q, P obtained in Step 3, then we can choose coupling weight c according to
2 z(L)c≥ τ and obtain the control gain matrix K by K � − FTP− 1. Stop when inequality (42) is still not feasible after a certain
number of iterations. -en, set k � k + 1 and go to Step 3.

ALGORITHM 1: -e constraints in Corollary 1 can be tackled by solving (48) through the following iterative algorithm.

8 Mathematical Problems in Engineering



As we can see in Figure 2, the nonlinear time-delay
MAS did not reach consensus without the consensus
control law. -e state trajectories are shown in Figure 3.
We can see that all agents reach consensus after applying

the designed consensus law. All the corresponding states
of each agent change synchronously over time. In Fig-
ure 4, the state errors of each agent converged to the origin
for about 20 seconds. -is demonstrated the effectiveness
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Figure 4: -e consensus error for agents 1, 2, . . ., 8 under consensus control.
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Figure 3: -e state for agents 1, 2, . . ., 8 under consensus control.

1 8

2

3

4 5

6

7

Figure 1: Communication topology of MAS in (1).
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Figure 2: -e state for agents 1, 2, . . ., 8 without consensus control.
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of the proposed consensus control law design method in
this paper.

5. Conclusion

-e consensus control problem has been investigated for the
nonlinear time-delay MAS whose nonlinearities satisfy δQC
under an undirected communication graph. A distributed
consensus control protocol-design criterion was proposed
for nonlinearMAS.We have considered a more general class
of nonlinearities which satisfy δQC. By utilizing graph
theory and Lyapunov theory, we analyzed the consensus
error dynamic stability of the proposed control law. -en,
sufficient conditions have been deduced as the form of
matrix inequalities to solve the consensus problem for the
considered MAS. In order to cope with the nonlinear terms,
we transformed the nonlinear constraints into some opti-
mization problems subject to LMI constraints and proposed
iterative algorithms by resorting to the Schur complement
lemma and the CCL method. -en, the gain matrix and the
coupling weight in the protocol can be easily computed to
complete our consensus control law design. A numerical
example is provided to illustrate the effectiveness of the
developed results.
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