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Ride-hailing, as a popular shared-transportation method, has been operated in many areas all over the world. Researchers conducted various researches based on global cases. They argued on whether car-hailing is an effective travel mode for emission reduction and drew different conclusions. Therefore, there is an urgent demand to reduce the overall picking up distance during the dispatch. In this study, we try to satisfy this demand by proposing an optimization method combined with a prediction model to minimize the global void cruising distance when solving the dispatch problem. We use Didi ride-hailing data on one day for simulation and found that our method can reduce the picking up distance by 7.51% compared with the baseline greedy algorithm. The proposed algorithm additionally makes the average waiting time of passengers more than 4 minutes shorter. The statistical results also show that the performance of our method is stable. Almost the metric in all cases can be kept in a low interval. What is more, we did a day-to-day comparison. We found that, despite the different spatial-temporal distribution of orders and drivers on different day conditions, there are little differences in the performance of the method. We also provide temporal analysis on the changing pattern of void cruising distance and quantity of orders on weekdays and weekends. Our findings show that our method can averagely reduce more void cruising distance when ride-hailing is active compared with the traditional greedy algorithm. The result also shows that the method can stably reduce void cruising distance by about 4000 to 5000 m per order across one day. We believe that our findings can improve deeper insight into the mechanism of the ride-hailing system and contribute to further studies.

1. Introduction

Ride-hailing, referring to the activity of calling a vehicle or driver to go to a destination, rises in many metropolises and takes a considerable part of mobility services [1]. The studies on the behavior of ride-hailing mount to a peak in recent years [2]. Some discussed the impact of ride-hailing on urban transportation behavior. Tang et al. [3] did an online app survey on 9762 respondents and found that about 35% of respondents are attracted from traditional taxis; 37% are from public transportation. Some tried to discover how ride-hailing influences urban sustainability. Li et al. [4] employed annual ride-hailing data in the United States from Uber Google researches and found that the usage of ride-hailing can help reduce traffic congestions in big cities. Some put efforts into revealing the carbon footprint of ride-hailing. Sui et al. [5] operated spatial analysis on empirical evidence in Chengdu area. They concluded that ride-hailing saves more energy and emits less GHG on per passenger on kilometer basis during the service compared with the traditional taxi industry.
Among all these studies, some scholars explore the efficiency of novel technologies in the ride-hailing system. Bischoff, Kaddoura [6] proposed an agent-based simulation method to optimize the service area of ride-hailing. Feng et al. [7] built a stylized model of a circular road and compared the average waiting times of passengers under different matching mechanisms of ride-hailing. Calderón and Miller [8] proposed a method for modeling the within-day service provision process of ride-hailing service providers with limited data availability. However, the efficiency of real-time scheduling should be further considered in practical application. Korolko et al. [9] indicated that bipartite matching with time window batching and dynamic pricing can lower waiting time for both riders and drivers as well as capacity utilization, trip throughput, and total welfare. However, they only consider the dispatching in the real-time time window and did not consider the travel demand in the future. What is more, Afeche et al. [10] pointed out that the interference from the service platform to avoid dispatching drivers to the area with low travel demand can be optimal. These two conclusions inspire us with the idea that whether we can predict the distribution of travel demands in the future and whether it can help us optimize the dispatching of the ride-hailing system, especially improving the utility of energy. Among current studies, there is no existing literature quantifying and discovering this improvement. Therefore, there are some gaps in current studies:

(1) Considering the real-time matching of driver and passenger with the combination of optimization method and prediction model to minimize the void cruising distance as well as maximizing the energy utility.

(2) The simulation of the method on real-world data to prove the performance and applicability as well as an analysis of the spatial-temporal pattern of emission behavior of two different dispatch strategies.

Operating such kind of research is not an easy task. Solid and real travel demand data are required as the basis of simulation and assessment. Next, a reliable prediction model is in a dominant position in the whole simulation as imprecise prediction can bring misjudgment to dispatching decisions. In addition, the dispatching methods should be designed carefully and the performance and applicability should be ensured. With the development of urban data mining [11, 12], the simulation method based on historical GPS data allows us to develop and analyze the performance of methods. This paper will overcome these difficulties by employing and combing empirical ride-hailing data from the real world, reliable prediction model, and dispatching simulation with optimization methods. Also, we will give a comprehensive analysis of the behavior of the system on improving the energy utility of ride-hailing. We believe that our work can provide the guideline for future decision-making and development of ride-hailing.

In this study, we simultaneously employ a performance-proven prediction model and optimization-based matching strategy as the methodology and apply it to the simulation based on millions of empirical ride-hailing data from the real world to quantify this improvement. Then, we will also provide a comprehensive spatial-temporal analysis. The contribution of this work can be listed as follows:

(1) Proposing a simulation framework combining the optimization and prediction to improve the efficiency of the ride-hailing system.

(2) A simulation sample on millions of Didi ride-hailing record data to provide persuasive evidence of the utility of methodology.

(3) A comprehensive spatial-temporal pattern analysis and comparison that will be provided.

2. Materials and Methods

2.1. Research Framework. Different dispatch programs cause different energy behaviors. Among different dispatch algorithms, optimization is a hot topic [13]. However, the performance of the optimization algorithm depends heavily on current knowledge. In real cases, time window batch is a common method for processing of matching pool in real-time dispatch [14]. The longer the time window is, the more optimal the solution is, but it is lesser applicable because it will cause longer waiting times for users. It is very hard to balance the performance of the solution and the length of the time window. Therefore, merging prediction in the future is a good choice to enrich the knowledge and improve the performance of optimization. In this study, we propose a new dispatch framework and compare the energy behavior of it with one of the original dispatch plans. We use the following framework in this study (see Figure 1).

The research framework used in this part is shown in Figure 1. The Didi apps in users’ (both passenger and driver) phones collect users’ GPS data. The data source is from Chengdu, China, where the ride-hailing service has been operated for over 6 years. According to the report made by Didi Media Research Institute [15], the times of ride-hailing services are beyond the local taxi services and the ride-hailing system serves over 1.4 million times one day. Thus, the dataset is suitable for study. After receiving these data, we distract the position and timestamp of the appearance of the driver as well as the origin and destination of the passenger. These data also include the timestamps. We added one more step, which is to preprocess the OD data of orders into the desired format of the prediction model. The detailed steps will be elaborated in the methodology part. The proposed methodology can be divided into two parts: the prediction part and the dispatching part. The prediction part is mainly responsible for predicting the distribution of travel demand in the future based on a deep-learning method. The input of this deep-learning model requires historical observation and corresponding metadata; the output is the predicted spatial distribution of travel demand. The dispatching part focuses on optimizing the dispatch under the consideration of minimizing void cruising distance proportion based on the predicted distribution of travel demand in the future. To
better combine the two parts, we adopt the time window division method. The order and driver will be divided by serial time windows as input [16]. For each time window, the prediction and optimization method will be separately operated once to decide the assignment of the driver to order. To better show the utility of the proposed algorithm, we will use the greedy algorithm operated in the time window and dispatch in the original dataset as a baseline and compare the performance in result analysis.

The assumptions made in this part are shown as follows:

1. The cost of each passenger and driver to adopt the ride-hailing will be considered. If a passenger waits for a driver to take the order longer than 15 minutes [17], the order will be canceled.
2. The rejection of order out of the driver’s personal issue is not allowed [18].
3. The participation of the driver is in long term, which means that no driver will quit the system until the simulation is over [6].
4. During idle time, the driver will park their cars nearby the drop-off location [19].

Finally, we give the metric to compute efficiency. As reviewed in literature reviews, a high percentage of void cruising distance traveled in ride-hailing operation was observed and reducing void cruising distance is an urgent effort. Thus, we choose the void cruising distance proportion as the main metric to measure energy behavior. This definition of void cruising distance proportion is defined as

\[ P_v = \frac{d_v}{d_v + d_d} \]  

where \( P_v \) is the void cruising distance proportion; \( d_v \) is void cruising distance; \( d_d \) is the delivery distance.

As it can be seen from the definition, the lower void cruising distance proportion means lower invalid energy usage proportion in operation. In result analysis, we will compare the overall void cruising distance proportion between the former dispatch strategy and our proposed dispatch methodology. We will also provide a spatial-temporal analysis of the dispatch result. In work by Korolko et al. [9], they also took the waiting time of passengers into consideration. Thus, in this study, we will also consider the waiting time of passengers and the cancelation rate of orders. The definition of the waiting time is defined as

\[ T_{\text{wait}} = T_{\text{match}} + T_{\text{pitch}} \]  

where \( T_{\text{wait}} \) is the waiting time of a passenger; \( T_{\text{match}} \) is the period from the time when the passenger places his or her order to the time when the order is dispatched successfully to a specified driver. It is calculated according to the length of the dispatch algorithm time window, which will be elaborated in Optimization in Dispatch section; \( T_{\text{pitch}} \) is the time between a driver driving to a pick-up location and a user boarding. It is calculated according to the spatial distances of a specified driver to pick up the passenger.

2.2. Case Study. The raw dataset we use in this study is the ride-hailing record data from Didi cooperation. The dataset is collected by users’ mobile phones and includes the information of order ID, driver ID, start time, end time, start location, and end location. The dataset describes the city of Chengdu, a super city with high traffic volume, emission, and energy consumption [20]. The date range of the dataset is from November 2, 2016, to November 30, 2016, without November 10, 2016. There is also an obvious data vacancy on November 8. We plot the heatmap of the spatial distribution of the dataset on one day as examples (see Figure 2).
The study area covers the main areas of Chengdu city and includes some suburban areas. From an overall view, the travel demand is mainly distributed in the city center of Chengdu and the concentration decays with the radical extension.

2.3. Prediction Model. Travel demand prediction is currently a hot research topic in the field of computer science [21, 22]. The mainstream of methods is deep learning. Many researchers developed various deep-learning neural networks that concern this problem. In recent years, there exist a lot of achievements, like convolutional LSTM neural network [23].

The prediction model we use in this study is the ST-Resnet [24]. This is a deep-learning neural network based on the residual unit.

The input of this prediction model is divided into two parts, which are separately historical observation and metadata. The output is the spatial distribution in the future. The desired input format of historical observation is a matrix in essence. The preprocessing is needed to convert spatial data to the matrix. Firstly, we extract the order data in each time window. Next, we apply the regional grid method [25]. The concept is to convert the spatial distribution data to image-like data, which is in the form of matrixes. We divided the study area with a grid size of 40 × 40. The spatial size of each cell is 3690 m × 3690 m. If we set a larger grid size, although the number of predicted orders may be more accurate, more errors will be introduced to the position of predicted orders and affect the accuracy of the position of predicted orders. Next, this will affect the result of optimization. However, a small grid size is not necessarily good. A small grid size, which means more cells, will make many cells zero. So, matrices will be very sparse. Too sparse input and output will corrupt the performance of the prediction model. An example is that the grid with low quantity may be probably predicted as zero and the total quantity of orders will be far from the ground truth. We did some experiments on the grid size and finally found the size of 40 × 40 as the determined one.

Then, we count the number of orders in the area of each cell in each time window. The quantity of orders is the element of each matrix. Finally, we can get a sequence of matrixes abstracted from spatiotemporal data. We choose 5 minutes as the time length of prediction because the time scale of prediction with minute magnitude can help provide enough future knowledge for the decision. However, a long time scale may keep some drivers waiting a long time for the next order. From preprocessing of the data in one month, we can get totally 8352 matrixes, out of the concern of stability of the training process and shortening the training time. In the prediction model, the input of observation is divided into three sequences, separately recent, near, and distant: recent: a sequence of continuous matrixes of historical observation closely before the time window we want to predict; near: a sequence of continuous matrixes of historical observation that is one day before near; distant: a sequence of continuous matrixes of historical observation that is one week before near. We choose the length of the sequence to be 6.

Thus, if we use $X_n, n \in [2022, 8351]$ to represent the output, the input can be represented as

$$
\begin{align*}
\{ & x_i | i \in [n - 6, n - 5, n - 4, \ldots, n - 2, n - 1]\}, \\
\{ & x_j | j \in [n - 288 - 6, n - 288 - 5, \ldots, n - 288 - 3, n - 288 - 2, n - 288 - 1]\}, \\
\{ & x_z | z \in [n - 2016 - 6, n - 2016 - 5, \ldots, n - 2016 - 3, n - 2016 - 2, n - 2016 - 1]\}.
\end{align*}
$$

(3)

The input dimension of historical observation is $40 \times 40 \times 6 \times $ batch size.

There are three individual input channels separately for recent, near, and distant. We will introduce the structure of

![Figure 2: Thermal map of order OD data on one day in Chengdu. (a) Origins of all orders. (b) Destinations of all orders.](image)
one channel as all three channels are the same. The first layer is a 2D convolutional layer with a kernel size of $3 \times 3$ and 64 filters that extract the feature of the input sequence to the matrix of size $40 \times 40 \times 64$. Then, the following part is a sequence of residual units. The job of each residual unit is to deepen analyze the features. The longer the sequence is, the deeper mechanism can be extracted.

After an iteration in the sequence, the result will go through the final 2D convolutional layer and fuse together. The method of fusion is to add the matrices from three channels together to one. Then, this one matrix will be added with the reshaped output feature of metadata. Finally, the summed-up feature will be handled by a Tanh function and turned out to be the output of the prediction result.

During the training process, we use the former 20% of the dataset as the test set and the latter 80% as the training set. The optimizer for the gradient descent is Adam [26], which has shown a better performance among all the optimizers.

Another part of the input is the metadata. Generally speaking, metadata includes all the information that can have an impact on the spatial distribution of order. In the original paper, the author used the weather data and date information as the metadata. For compliance with the original model, in this study, we marked the hour that the information as the metadata. For compliance with the original paper, the author used the weather data and date information as the metadata. Meanwhile, the algorithm only considers the optimized so-

The prediction model. In the result analysis, we will illustrate the accuracy of the prediction model.

### 2.4. Optimization in Dispatch

Optimization is a classical mathematical method used in many research fields including the ride-hailing [28]. Generally speaking, the concept of optimization is to optimize the objective function and find a global solution.

In the dynamic ride-hailing dispatch problem, a widely used processing method is the time window division [29] (see Figure 3).

The process of time window division can be treated as a group of timeline. The end of each time window is also the beginning of the last one. Suppose that the length of the time window is $l$, the number of the time window is $N$, and the start time of simulation is 0. During the period of time window $n, n \in [1, 2, \ldots, N]$, the orders and available drivers given between time $(n−1)l$ and $nl$ will be collected in the matching pool. Then, at the time $nl$, the simulation algorithm will be operated to give the matching result.

Baseline algorithm, greedy algorithm: the greedy algorithm is a classical algorithm used in many real-time dispatch studies of pick-up and delivery problems [18, 30]. In principle, the algorithm will iterate over every travel demand and find the closest driver who can pick up the order or follow the rule of first-come-first-serve [31]. Generally speaking, the algorithm only considers the optimized solution for each single object. Although this method is easy to implement and manage, it is naturally uncoordinated and tends to prioritize immediate passenger satisfaction over the global supply utilization. In the result and analysis part, we will illustrate the performance of the greedy algorithm.

In this study, we propose a dispatch strategy that integrates both optimization and prediction. Different from the strategy introduced before, the core of the algorithm is that when we consider the dispatch problem in time window $n$, the predicted distribution of orders in the next 5 minutes will also be taken into account.

At each time of execution, in addition to the orders that really exist in the current time window, the algorithm will add the orders predicted in the next 5 minutes to the matching pool. Then, the optimization algorithm will decide which and how orders in the current time window will be dispatched.

However, this does not mean that we simultaneously complete the dispatch problem in both the current time window $n$ and the next 5 minutes. The dispatching problem in each individual time window is supposed to be solved independently. The prediction on the spatial distribution of orders in the future serves the purpose of enriching the knowledge in the current optimization problem.

Let us consider a dispatch problem with a low dimensionality of $2 \times 2$. In Figure 4, D refers to the driver; P refers to the passenger. The dashed object in the figure means that it is predicted; the solid one means it is existing. The distance marked near the arrow is the probable picking up distance. Without the preknowledge of the possible existence of passenger 2, it is obvious that driver 2 will be dispatched to passenger 1 and driver 1 to passenger 2, while if we can predict the appearance of passenger 2, it will be the opposite case. The global picking up distance will be reduced from 1200 m to 800 m. In the simulation, we will quantify this benefit. This also explains why we do not set the time scale of prediction too long. In case there is one predicted order, which is closer than any other order to the driver, the dispatch algorithm may keep the driver waiting until the
The target function of the optimization algorithm is

$$\min \left( f = \sum_{i} \sum_{j} S_{i,j} D_{i,j} \right),$$

subject to

$$\sum_{j} S_{i,j} \leq 1,$$  \hspace{1cm} (7)

$$\sum_{i} S_{i,j} \leq 1,$$  \hspace{1cm} (8)

where $S_{i,j}$ is the decision variable that decides whether driver $i$ picks up passenger $j$ or not; $D_{i,j}$ is the distance of driver $i$ to pick up passenger $j$.

Constraint (7) aims to ensure that one driver can be maximally assigned with one order; constraint (8) aims to assure that one order can be maximally assigned with one driver. Here, we can choose to impose one more constraint:

$$\sum_{i} \sum_{j} S_{i,j} = \max (I, J).$$

This constraint can serve the purpose of trying best to satisfy orders in time window $n$ with current available drivers. The difference is that, without the constraint, a part of drivers will not be dispatched to the order in the optimized solution because there may be an order that is much closer to him, while with the constraint, if there is no other candidate driver for the order, the driver will be dispatched in the current time window. In this study, we will also compare the performance of the algorithm with and without the constraint.

From the target function, we can observe that the problem is an ILP (integer linear programming) problem. The basic method to solve ILP is Simplex algorithm [32]. Its basic concept is to firstly construct an initial solution, which is a feasible and finite solution. If the initial solution is not the globally optimal one, then the algorithm will introduce nonbase variables to replace a base variable for a better solution. The iteration is repeated until the globally optimal one is found. Here, we will explain the whole process of solving the optimization algorithm (see Figure 5).

In the first step, we construct the distance matrix of each pair of driver and order. The driver list only contains the available drivers in the current time window $n$; the order list contains orders in both current time window $n$ and future time window $n+1$. The column of the matrix refers to the list of drivers and the row refers to the list of orders. The element $D_{i,j}$ means the distance between driver $i$ and order $j$. Because we can only predict the number of orders in each cell, we lack information on the exact spatial distribution of orders in each cell. Therefore, it is hard to compute the exact distance between predicted orders and existing drivers. To solve this problem, we furtherly divide each cell of the grid into a $10 \times 10$ grid (see Figure 6).

Each cell of a larger grid can be described by a $10 \times 10$ grid. Then, we do statistics on the historical spatial distribution of orders in each $10 \times 10$ grid. Based on the statistic result, we can estimate where the orders may be located if there are orders predicted in the larger cell. After that, we can compute the distance between the driver and predicted orders.

The following part in the process optimization solution is more like a greedy algorithm, where we pick out the pair of order and driver in the ascending order of distance to construct an initial solution of matching. The next step, we order appears. The longest possible waiting time is the time scale of prediction.

From the target function, we can observe that the problem is an ILP (integer linear programming) problem. The basic method to solve ILP is Simplex algorithm [32]. Its basic concept is to firstly construct an initial solution, which is a feasible and finite solution. If the initial solution is not the globally optimal one, then the algorithm will introduce nonbase variables to replace a base variable for a better solution. The iteration is repeated until the globally optimal one is found. Here, we will explain the whole process of solving the optimization algorithm (see Figure 5).

In the first step, we construct the distance matrix of each pair of driver and order. The driver list only contains the available drivers in the current time window $n$; the order list contains orders in both current time window $n$ and future time window $n+1$. The column of the matrix refers to the list of drivers and the row refers to the list of orders. The element $D_{i,j}$ means the distance between driver $i$ and order $j$. Because we can only predict the number of orders in each cell, we lack information on the exact spatial distribution of orders in each cell. Therefore, it is hard to compute the exact distance between predicted orders and existing drivers. To solve this problem, we furtherly divide each cell of the grid into a $10 \times 10$ grid (see Figure 6).

Each cell of a larger grid can be described by a $10 \times 10$ grid. Then, we do statistics on the historical spatial distribution of orders in each $10 \times 10$ grid. Based on the statistic result, we can estimate where the orders may be located if there are orders predicted in the larger cell. We assume the location of predicted orders at the spatial center of the cell of $10 \times 10$ grid. After that, we can compute the distance between the driver and predicted orders.

The following part in the process optimization solution is more like a greedy algorithm, where we pick out the pair of order and driver in the ascending order of distance to construct an initial solution of matching. The next step, we
improve this solution by applying the simplex algorithm until we get the optimal solution. In our proposed method, one dispatch process would be finished within several seconds. This CPU compute time is efficient enough for the practical application.

3. Results and Discussion

3.1. Prediction Model Verification. An important parameter of ST-Resnet is the number of residual units used in the model. In the original paper, the author indicated that the more residual the units in the neural network, the deeper the neural network is, the accurate the prediction is. However, more residual units mean more memory usage during training and slower training. To find a balance between the accuracy and computation resources, we choose the number of residual units to be 21. There are a total of over 4.4 million trainable parameters in the model, which is quite a large quantity.

In the field of computer science, multiple forms of losses are used to evaluate the performance of the prediction model like \( \text{mse} \) (mean squared error) and \( \text{mae} \) (mean absolute error). However, these losses are usually used to compare the performance among different prediction models and hardly

![Flowchart of the optimization algorithm.](image)
give a direct impression on the accuracy. In this study, we adopt the mape (mean absolute percentage error) as the metric of accuracy, which can directly show the differences.

After completing the training, we compute the mape of the test set to be 0.01169, which means that for each cell of the grid, the difference between prediction result and ground truth is about 1.169%. In addition, we also visualize the prediction result and the ground truth of two samples (see Figure 7).

The figures on the left side are the ground truth matrixes of the spatial distribution of order distribution; the figure in the middle is the corresponding prediction result; the figure on the right is the heatmap of the difference between ground truth and prediction result, which is computed by

\[ A_{\text{diff}} = |A_{\text{GT}} - A_{\text{PR}}|, \]

where \( A_{\text{diff}} \) is the difference matrix; \( A_{\text{GT}} \) is the ground truth; \( A_{\text{PR}} \) is the prediction result.

We can see from the figure that there is little difference between the ground truth and prediction result. The prediction is relatively accurate and enough to put into the simulation.

3.2. Comparison of the Performance of Different Dispatch Strategies. Here, we will separately introduce the performance of different dispatch strategies. To provide a clearer pattern of performance comparison, we start from the difference between the greedy algorithm and pure optimization without prediction. We randomly selected one day in the dataset and operated the simulation. The performance of the two algorithms is shown in Table 2.

From Table 2, we can see that the greedy algorithm shows a poorer performance. Though the proportion of canceled order of greedy algorithm is not much different compared with the proposed methods, the average waiting time of passengers of the greedy algorithm (over 7 minutes) is twice as long as the proposed methods. This is mainly because the baseline algorithm does not provide priority to the orders that have been waiting long enough. In the real-world application, for commercial purposes, the ride-hailing dispatch platform may provide priority to the orders that have been waiting for a long time. Besides, when operating the dispatch, the Didi dispatch platform will provide each order to several candidate drivers to raise the chances that the order will be taken. Thus, the waiting time should be shorter in the real application. What is more, we did statistics on the void cruising distance proportion in the original record data. We found that the average value is 29.55%. This indicates a lever principle between the void cruising distance and the satisfaction of orders in former dispatch strategies. In the real application, the Didi company tried to assign the orders to more candidate drivers and caused more pick-up distance. In the simulation, the average waiting time of passengers in the optimization method is only 1/2 times of the greedy algorithm. This shows that the optimization algorithm can more easily and quickly answer the travel demand from customers. What is more, from the perspective of void cruising distance proportion, the optimization method shows a better performance, which is lesser than 1/2 times of the greedy algorithm. The overall result shows that the proposed algorithm surpasses the traditional greedy algorithm. We also operated a probability density statistic on the metrics of each order in the simulation (see Figure 8).

From left to right, the figures show the result of the separately greedy algorithm and optimization method without optional constraint and with optional constraint. The upper figures show the waiting time of passengers and the lower ones show the void cruising distance proportion. The x-axis is the value of the metric and the y-axis can be treated as the “probability.” The larger the y value is, the higher probability is. The integration of the result of the greedy algorithm is small mainly because of the high
cancelation proportion. We can have a clear vision that the proposed algorithm can effectively suppress the waiting time and void distance proportion of most cases into a low interval. The waiting time in all of the cases is under 1000 seconds, which is about 16 minutes; the highest void cruising distance proportion is about 25%, while on the other hand, there are some extreme cases in the greedy algorithm. Some have been waiting for over 2500 seconds. In a small part of cases, the picking up distance is near half of the delivery distance. This furtherly proves the stability of the performance of the proposed algorithm.

If we do a transverse comparison between the optimization method with and without the optional constraint, we can find that the optimization algorithm with optional constraint performs better than that without constraint. A smaller proportion of canceled orders and shorter waiting times is natural. We also notice that it accidentally brings a lesser void cruising distance proportion. To better understand the mechanism behind this, we conduct an experiment under the perfect prediction, which means that there is no error in the prediction result. The result of metrics is separate, the average waiting time of passenger is 215.11 s; the average void cruising distance proportion is 2.50%; the proportion of canceled orders is 0.00%. What may cause the difference between the result of the optimization algorithm with and without optional constraint is probably the uncertainty of distance in the prediction. In the process of solving the optimization problem, we compute the distance between each order and driver in both the current and predicted time window and construct a distance matrix, because we lack the information of the exact spatial distribution of orders in each cell. This causes many uncertainties in the simulation and affects the performance of optimization. Since currently, most of the prediction of travel demand is mainly based on the area gridding method, we recommend more to pay main efforts on optimizing the current dispatch problem. The prediction result aims to provide guidance on which group of drivers are better choices of dispatching at present. We can also judge from the result that there is still a space of 0.07% of void cruising distance proportion.

### Table 2: Comparison of the greedy algorithm and proposed method by metric.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Statistic</th>
<th>Original dataset</th>
<th>Baseline greedy algorithm</th>
<th>Proposed method without optional constraint (s)</th>
<th>Proposed method with optional constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWT</td>
<td>219.23</td>
<td>466.15</td>
<td>219.23</td>
<td>217.02</td>
<td></td>
</tr>
<tr>
<td>AVCDP</td>
<td>11.32</td>
<td>29.55%</td>
<td>2.66</td>
<td>2.57</td>
<td></td>
</tr>
<tr>
<td>PCO</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00149</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

AWT: average waiting time of passenger; AVCDP: average void cruising distance proportion; PCO: proportion of canceled orders.

![Figure 7: Visualization of prediction result. (a) Ground truth matrix. (b) Predicted matrix. (c) The difference between ground truth and prediction.](image-url)
distance proportion. This also indirectly proves the accuracy of the prediction model.

We further test the performance of different dispatch strategies in the region with high travel demand (Table 3). We operated a statistic on the metrics of the grids with more than 3000 orders. The area of the high travel demand region accounts for 7.38% of the total area, while the order’s amount of the high travel demand region accounts for 96.68% of the total orders. The result in the high travel demand region is similar to the result of the whole research area.

In the next subsection, we will simulate the dataset on different days with different metadata to test the sensitivity of performance.

3.3. Comparison of Performance under Different Travel Distributions. As mentioned in the methodology part, we use the weather and mark of holiday and workday as the input of metadata. Therefore, these two factors can have their own impact on the spatial and temporal distribution of travel demand in the study area. In this section, we will discuss and analyze the sensitivity of performance.

The random day we have chosen in the previous subsection is November 25, which is a cloudy workday. We also choose data in the other three days for test and comparison; the attribute and simulation results are shown in Table 4.

In the table, there is only a little difference among the performances on different days, especially on workdays. All the values of metrics are nearly the same. We found a higher waiting time and void cruising distance proportion on weekend. We also operated simulation on other holidays (see extended Table 1 in Supplementary Materials) and concluded that it is not related to the holiday. Some holidays also show lower values of metrics. The overall performance of the method among different days is stable despite different daily conditions.

3.4. Temporal Analysis of Simulation Results. In this subsection, we will give an analysis of the temporal change pattern of void cruising distance. Generally speaking, the average void cruising distance becomes low when the number of orders rises because of high density (see extended Figure 1 in Supplementary Materials). We plot the temporal change of order numbers and reduced average void cruising distance compared with the greedy algorithm and original dataset (see Figure 9).

Figure 9 shows the temporal change of averagely reduced void cruising distance. The result shows that, in simulation, the averagely reduced void cruising distance shares a similar pattern with average void cruising distance. The averagely reduced void cruising distance remains at a low level when the quantity of orders is high and high when quantity is low. From 9 am to 9 pm, the ride-hailing activity becomes active suddenly. Orders appear in the study area with high density.

During this period, the pick-up distance of each order can be changed or reject the assignment and the platform will provide the order for as many candidate drivers as possible to assure the
Table 3: Comparison of the greedy algorithm and proposed method by metric in high travel demand region.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Original dataset (%)</th>
<th>Baseline greedy algorithm (s)</th>
<th>Proposed method with optional constraint (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWT</td>
<td>447.47</td>
<td>215.41</td>
<td></td>
</tr>
<tr>
<td>AVCDP</td>
<td>29.34</td>
<td>11.24</td>
<td>3.73</td>
</tr>
<tr>
<td>PCO</td>
<td>0.00</td>
<td>1.64</td>
<td>0.00</td>
</tr>
</tbody>
</table>

AWT: average waiting time of passenger; AVCDP: average void cruising distance proportion; PCO: proportion of canceled orders.

Table 4: The metadata and simulation result on different days.

<table>
<thead>
<tr>
<th>Date attribute</th>
<th>November 14</th>
<th>November 16</th>
<th>November 25</th>
<th>November 27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weather</td>
<td>Sunny</td>
<td>Rainy</td>
<td>Cloudy</td>
<td>Cloudy</td>
</tr>
<tr>
<td>Holiday or workday</td>
<td>Workday</td>
<td>Workday</td>
<td>Workday</td>
<td>Holiday</td>
</tr>
<tr>
<td>AWT</td>
<td>217.42 s</td>
<td>217.64 s</td>
<td>217.02 s</td>
<td>225.23 s</td>
</tr>
<tr>
<td>AVCDP</td>
<td>2.56%</td>
<td>2.54%</td>
<td>2.57%</td>
<td>2.77%</td>
</tr>
<tr>
<td>PCO</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

AWT: average waiting time of passenger; AVCDP: average void cruising distance proportion; PCO: proportion of canceled orders.

Figure 9: Continued.
We can conclude that there is a lot of potential in the reduction of void cruising distance in the dispatch process. The platform can try to propose some policies to maximally ensure the optimal assignment if necessary.

### 4. Conclusions

Under the background of energy-saving and emission reduction, many studies focus on traffic emissions [33]. It is pointed out that void cruising for the next passenger caused a lot of unnecessary exhaust emission [34].

The main idea of this study is to propose a dispatch method based on both prediction and optimization methods to improve the efficiency of the ride-hailing system. We use the same dataset for simulation. We firstly preprocess the data into the desired input format of historical observation needed by the prediction model and collect the metadata for additional input. Next, we adopt the ST-Resnet as the deep-learning neural network for prediction and successfully train the prediction model. The rescaled MAPE is rather little and enough for simulation of the dispatch algorithm. Then, we introduce the dispatch algorithm based on the optimization method. We state the target function to optimize and the constraint including the optional one which can impose a full satisfaction of orders. We use the greedy algorithm which is used widely in the current real-time dispatch system as the baseline and compare the performances. We find that the proposed method outperforms the baseline and shows a good stability of performance on the evaluation metrics, which proves a great potential in real-time application. In addition, we also find that the algorithm shows better performance with the optional constraint. This is mainly because of the uncertainties in the location of predicted orders. Thus, we suggest imposing the constraint that maximizes the number of served orders in solving the current dispatch problem. By far we have successfully answered and filled research gaps mentioned in the literature review.

**Figure 9:** The temporal change pattern of the order number and averagely reduced void cruising distance compared with (a) greedy algorithm on November 25; (b) greedy algorithm on November 25; (c) original dispatch on 25; (d) original dispatch on 27.
There are certainly some limitations in this work. For example, we mainly use the statistical result to estimate the location of predicted orders in the future. Adopting a smaller cell can help get a more accurate location. However, it will inevitably make the spatial distribution matrix sparser, thus making the model hard to be trained. In the future, if a better prediction method like GCN (graphical convolutional network) can be developed better, we can improve this limitation by adopting them.
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