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Experience economy is a trend of future economic development. Enterprises can only occupy the market more successfully by
enhancing the user experience in product design..e user’s product experience is affected by uncertainty noises (such as the user’s
environment and different users), rendering the user experience quality evaluation results highly variable. .e purpose of this
paper is to study the modeling method of user experience quality evaluations under uncertain environmental noises; inspired by
normal ordered weighted averaging (OWA) operators, the normal distribution probability density function is implemented to
improve the normal ordered weighted averaging (OWA) operators, and a new modeling method designed for the evaluation of
user experience quality under uncertainty is proposed, which can overcome the disadvantage of unreasonable weight distribution
when the data size and location are different, as well as weigh the importance of both the value and the location of the data. .e
simulation results show that this method is more effective, accurate, and feasible than the conventional order weighted synthesis
operator method. .e feasibility and validity of this method are proved by user experience and comparative experiments of
multiattribute bread products.

1. Introduction

User experience can be defined as the user’s overall expe-
rience using a product or system. It includes the emotions,
beliefs, preferences, cognitive impressions, physical and
psychological reactions, behaviors, and achievements gen-
erated by the user before, during, and after using the
product. With the development of the quality of life, people’s
demand for products has risen from pure functionality to the
stage of emotional satisfaction. As product quality becomes a
barrier to overcome, the technology gap gradually narrows,
and the user experience reflects the product’s differentiation,
which largely determines whether it can succeed on the
market [1–3].

.e quality of user experience (QoE) is a kind of product
evaluation method based on the degree of user satisfaction
[4]. It synthesizes the product factors, user factors, and
environmental factors and directly represents the product
approval degree from users’ perspectives [5]. According to

the literature [6–8], the essence of user experience quality
evaluation is to quantify the user experience based on ex-
perimental data; therefore, the core problem of user expe-
rience is its evaluation modeling.

As the main influencing factors, various models of user
experience quality evaluation are highly variable even for the
same product. Evaluation modeling refers to a mathematical
modeling problem [9–12], which integrates several user ex-
perience quality evaluation data of the same product into a
comprehensive result. .ese factors include the objective
environment, the subjective factors of the user, and the
technical performance of the business or service. Some rel-
evant research articles on the evaluation modeling have been
published, which are mainly divided into several categories:
(1) Dynamic weighting method: by setting the dynamic
weighting function, a comprehensive evaluation model is
used to integrate the piecewise variable power function,
partial large normal distribution function, and s-type dis-
tribution function [13]. (2) Multi-index comprehensive
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evaluation method with unknown weight: the projection size
between individual evaluation values and ideal evaluation
values is used to determine the weight of experts, such as the
new ranking method based on projection; the weight of the
index is determined by the optimal model of mathematical
programming, for instance, the multi-index comprehensive
evaluation method based on similarity [14]. (3) Metasynthesis
method: a metasynthesis decision matrix is obtained by ag-
gregating the decision maker’s information, and the meta-
synthesis score of each scheme is calculated using the
metasynthesis operator and aggregation index weight, for
example, the mold and comprehensive evaluation method
[15], gray comprehensive evaluation method [16], data en-
velopment analysis method [17], analytic hierarchy process
(AHP) [18] and weighted average (WA) operator, weighted
geometry (WG) operator, ordered weighted averaging
(OWA) operator, and ordered weighted geometry (OWG)
operator [19–22] comprehensive use; the weight information,
which includes the index attribute weight and evaluator
weight, has a crucial influence on the results and is an im-
portant research aspect of comprehensive evaluation.

.e normal weighting method [23] is used to determine
the weight distribution, and the ensemble results are derived
from the ordered weighted averaging (OWA) operator. .e
principal steps are as follows: (1) reorder the input pa-
rameters in a descending order; (2) a normal weighted as-
signment method is used to determine the weight associated
with the OWA operator, and (3) the OWA operator is used
to aggregate the rearranged data. At present, this method has
been applied in some scenarios [19, 20]. However, this
method has the following shortcomings: (1) the method only
considers the importance of the data location and neglects
the importance of the data value itself, which leads to dis-
crepancies in the ranking of the same values and the dis-
tribution of different weights; (2) for different values, it is
possible to have a central symmetric distribution, or to
assign the same weight, which is in contrary to the actual
decision-making form. Based on the aforementioned dis-
advantages, this paper improves the ordered weighted in-
tegration operator. .e new proposed method has the
following advantages: (1) both the importance of the data
itself and the data location are considered; (2) since the
normal distribution is one of the most widely existing
distribution forms, its probability density function is often
different due to the independent variables. .erefore, dif-
ferent values should be given different weight functions; (3)
this method does not need to sort the data samples, so the
calculation process is simpler and more convenient. .e
main contribution of this paper is setting forth a synthesis
operator which uses the weighted synthesis operator of the
normal distribution probability density function to establish
a new modeling method of the user experience quality
evaluation under uncertainty. .is paper’s objective is to
solve the problem whereby the user experience of products is
affected by the uncertain noise of the user’s environment and
user’s individual factors on the issue of uncertainty.

.is article is organized as follows: the research problem
is described in Section 2; Section 3 comprises the probability
density function based on the normal distribution, and the

theoretical analysis is also carried out in this section; .e
effectiveness of the proposed method is proved in Section 4
through experimental verification and analysis. .e feasi-
bility and validity of the method are proved by the user
experience and comparative experiment of multiattribute
bread product in Section 5. Finally, the algorithm verifica-
tion analysis is presented in Section 6.

2. Problem Description

User experience quality evaluation is a mathematical eval-
uationmodeling problem, which maps numerous evaluation
data to the real evaluation results.

In evaluation modeling, it is assumed that the sample
form is (xi, y), where xi(i � 1, 2, . . . , n) represents the
evaluation result value of the i experiencer, whereas y stands
for the label of the sample point. By calculating the model
parameter θ, an evaluation function model f(·, θ): xi⟶ y,
which maps xi to y, is generated, that is, y � f(xi, θ).

Since user experience evaluation is influenced by the
environmental, products, users, and other comprehensive
factors, such as the environmental dimension, the natural
environment, and the human and social environment, the
user level includes the user’s expectation, experience, the
state of the user’s body and mind, as well as the background
of the user’s experience [24, 25]. .e evaluator is often af-
fected by individual and environmental subjective and ob-
jective factors, and the evaluation is uncertain to a great
extent; this difference in individuals and in the environment
gives varying evaluation results [26, 27].

.rough the user experience test experiment, we derive
the user experience evaluation data of a product scheme,
such as psychological scales (such as the Likert scale and
semantic difference scale) and questionnaires, but the
product solution is often obtained from a number of dif-
ferent user experience evaluation results: (x1, x2, . . . , xi).
.ese evaluation results are uncertain and usually conform
to a specific probability distribution. Using the abundant
uncertainty evaluation label: (x1, x2, . . . , xi), through some
mapping: Rn⟶ R, to obtain an accurate user experience
evaluation label y, is the uncertainty denoising of user ex-
perience evaluation modeling.

Inspired by decision-making science, this paper adopts the
metasynthesis theory to effectively integrate product scheme to
calculate the estimation y of the real experience evaluation yi

through different environment and different human experi-
ence result estimations (x1, x2, . . . , xi) and to achieve the
filtering of uncertainty (noise) due to people and due to the
environment. In this kind of user experience experiment, there
is noise in the label samples, and the key problem to be solved is
finding ways to minimize the impact of the noise.

3. Weighted Averaging Operator Based on the
Normal Distribution Probability
Density Function

3.1. Normally Ordered Weighted Averaging Operator. .e
normal weighting averaging operator calculates the weight
distribution value using the corresponding weight
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distribution data and the standard deviation, with the
normal distribution weighting thought. .e main steps are
as follows [28]:

If s is the sum of the corresponding set 1, 2, . . . , n, then μr

is the average value of the corresponding set 1, 2, . . . , n, and
σr(σr > 0) is the standard deviation of the corresponding set
1, 2, . . . , n; hence s, μ, σ, and ωi are obtained through the
following equations:

s � 1 + 2 + · · · + n �
(1 + n)n

2
, n ∈ N+, (1)

μr �
s

n
�
1 + n

2
, n ∈ N + , (2)

σr �

�����������

1
n



n

i�1
(i − μ)

2




, i � 1, 2, . . . , n. (3)

Considering that ωi ∈ [0, 1] and 
n
i�1 ωi � 1, we get

ωi �
1/

���
2π

√
σre

− i− μr( )
2/2σ2r 


n
i�1 1/

���
2π

√
σre

− i− μr( )
2/2σ2r 

�
e

− i− μr( )
2/2σ2r 


n
j�1 e

− i− μr( )
2/2σ2r 

, i � 1, 2, . . . , n.

(4)

Subsequently, we used the OWA operator for compre-
hensive integration. An OWA operator of dimension n is a
mapping of Fw: Rn⟶ R that has an associate vector WT �

[ω1,ω2, . . . ,ωn] such that ωi ∈ [0, 1] and 
n
i�1 ωi � 1. .e

aggregated value of ω1,ω2, . . . ,ωn determined by the value
of Fw(x1, x2, . . . , xn) is as follows:

OWAω x1, x2, . . . , xn(  � 
n

i�1
λiωi, (5)

where λi is the i − th largest element of the arguments. Note:
the values in the data group are resorted in an ascending
order and then weighted simultaneously, which indicated
that the elements xi and ωi are not related in any way and are
only related to the position in the assembly process.
.erefore, the weighted vector ω is also called the position
vector.

Ruan et al. [28] propose the weight distribution results of
data quantity n in the range of 2–20 by using equations
(1)–(5). Some results are as follows:

(1) n � 2, μ2 � 1.5, σ2 � 0.5,ω � (0.5, 0.5)T

(2) n � 3, μ3 � 2, σ2 �
���
2/3

√
,ω � (0.2429,

0.5142, 0.2429)T

(3) n � 4, μ4 � 2.5, σ2 �
���
5/4

√
,ω � (0.1550, 0.3450,

0.3450, 0.1550)T

(4) n � 5, μ5 � 3, σ2 �
�
2

√
,ω � (0.1117, 0.2365, 0.3036,

0.2365, 0.1117)T

(5) n � 6, μ6 � 3.5, σ6 �
�����
35/12

√
,ω � (0.0865, 0.1716,

0.2419, 0.1717, 0.0865)T

(6) n � 7, μ7 � 4, σ7 � 2,ω � (0.0702, 0.1311, 0.1907,

0.2161, 0.1907, 0.1311, 0.0702)T

For example, we got a set of data
X � 58, 55, 58, 50, 55, 58, 60{ } through experiments, and
using the normal order weighting method to calculate by the
equation as follows:

OWAω x1, x2, . . . , x7(  � 50 × 0.0702 + 55 × 0.1311 + 55

× 0.1907 + 58 × 0.2161 + 58

× 0.1907 + 58 × 0.1311 + 60 × 0.0702.

(6)

We discovered that there are two cases of the same data
55 and three cases of the same data 58, after sorting and then
weighting, the same data are given different weights, two 55
were given a weight value of 0.1311 and 0.1907, three 58 were
given a weight value of 0.2161, 0.1907, and 0.1311; different
data may also have the same weight. For example, for 55 and
58, the same weight value of 0.1907 was given, which is in
contrary to the realistic decision form. .is method ema-
nates from the fact that the common data distribution obeys
the normal distribution; thus extremely large and small data
would deviate from the mean value, resulting in a smaller
weight value, while values closer to the mean deviates from
the mean value, giving larger weight values. However, this
method only considers the importance of the data location
whilst neglecting the importance of the value itself. It can be
found that the weight value of the normal distribution is
symmetric, the same data may give different weights; dif-
ferent data may also have the same weight, which is in-
consistent with the actual form of decision-making.

3.2. Weighted Synthesis of the Probability Density Function of
NormalDistribution. Inspired by the normal order weighted
ensemble operator, we proposed a new method based on the
normal distribution probability density function operator,
which is an upgrade of the ordered weighted ensemble
operator. .e principal idea behind this method is that for a
random variable, a probability density function is used to
describe the probability distribution of the variable. To be
more specific, when given the value of a random variable, the
probability of that value can be calculated from the prob-
ability density function, and then the probability density
(weight) of that value in all random variables can be cal-
culated. In addition to taking the ordering relationship of the
data into account, this method also considers the importance
of the data itself [29].

In practice, if the experimental data are large enough,
according to the central limit theorem, the data will conform
to the normal distribution [30–32]. .e method proposed in
this paper does not need to sort the data samples but uses the
properties of probability density function to aggregate.
.erefore, the aggregation results are not affected by the data
being scattered or not, and the data being either discrete or
continuous have no effect on the results. Setting
X � (x1, x2, . . . , xn) of n aggregation parameters is often a
set of preference values provided by n different individuals.
Some people may assign preference values that are too high
or too low to those they like or hate. In this case, a minimum
amount of weight should be granted to these “wrong” or
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“biased” opinions. In other words, the closer the preference
value (parameter) is to the middle value, the greater its
weight; on the contrary, the farther the value is from the
median, the smaller its weight. Next, we will introduce a
weightedmethod based on a continuous normal distribution
probability density function to determine the weight dis-
tribution of each parameter [33–35]:

f(x) �
1
���
2π

√
σ

e
− (x− μ)2/2σ2

, − ∞< x< +∞, (7)

where x follows the normal distribution, μ is the expected
value (mean), and σ is the standard deviation.

From the characteristics of the normal distribution,

P μ − h< x≤ μ  � P μ<x≤ μ + h . (8)

Implying that

P μ − h< x≤ μ  � 
μ

μ− h
f(x)dx,

P μ<x≤ μ + h  � 
μ+h

μ
f(x)dx.

(9)

.erefore, the function reaches its maximum at x � μ:

f(μ) �
1
���
2π

√
σ

. (10)

Moreover, the farther x is from μ, the smaller the value of
f(x); when μ is fixed, the smaller the value of σ, the steeper
the normal distribution diagram; meanwhile the larger the
value of σ, the smoother the normal distribution diagram,
and the standard deviation is positive. Videlicet, the farther
the value is from the median, the smaller its weight. To
ensure that the evaluation system is gray, the system was
converted to a white system with specific evaluation results.
.e state distribution curve is displayed in Figure 1. Inspired
by the above characteristics, we hereby provide a new
method for determining operator weights.

.e probability density function is defined as follows:

f xi(  �
1
���
2π

√
σ

e
− xi − μ( )

2/2σ2
, i � 1, 2, . . . , n, (11)

where μ and σ are obtained by the following equation:

μ �


n
i�1 xi

n
, n ∈ N + , (12)

σ �

������������


n
i�1 xi − μ( 

2

n − 1



, n ∈ N + . (13)

Considering that ωi ∈ [0, 1] and 
n
i�1 ωi � 1, we derive

the following equation:

ωi �
f xi( 


n
i�1 f xi( 

�
e

− xi − μ( )
2/2σ2 


n
i�1 e

− xi− μ( )
2/2σ2 

, i � 1, 2, . . . , n.

(14)

.en, the weighted average (WA) operator is imple-
mented for comprehensive integration, and n mapping of

the WA operator in a dimension [36], WA: Rn⟶ R, n

dimension vector ω � (ω1,ω2, . . . ,ωi)
T (i � 1, 2, . . . , n),

where ωi ∈ [0, 1], 
n
i�1 ωi � 1, which gives the following

equation:

WAω x1, x2, . . . , xn(  � 
n

i�1
ωixi. (15)

Equation (14) has the following properties:

xi − μ>xk − μ, n ∈ N+,

xi − μ( 
2

2σ2
>
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2

2σ2
, n ∈ N+,

e
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2/2σ2  < e
− xk− μ( )
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e
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n
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2
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<

e
− xk− μ( )

2/2σ2 


n
j�1 e

− xj− μ( 
2
/2σ2 

� ωk, n ∈ N + .

(16)

.e larger the random variable value deviates from the
mean, the smaller the weight value assigned, that is,

When xi − μ> xk − μ, we get ωi <ωk

When xi � μ + h,

e
− xi− μ( )

2/2σ2 
� e

− (μ+h− μ)2/2σ2[ ] � e
− h2/2σ2( ). (17)

And when xk � μ − h,

e
− xk− μ( )

2/2σ2 
� e

− (μ− h− μ)2/2σ2[ ] � e
− (− h)2/2σ2[ ] � e

− h2/2σ2( ).

(18)

We get

f (x)

0 μ + hμ – h μ

x = μ
Maximum at

x = μ ± σ
Inflection points at

x

Figure 1: Standard normal distribution curve.
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ωi �
e

− h2/2σ2( )


n
j�1 e

− xj− μ( 
2
/2σ2 

� ωk. (19)

When xi � μ + h, xk � μ − h, we get ωi � ωk, which
demonstrates that the function ωi has symmetry.

For example, we also get a set of data as
X � 58, 55, 58, 50, 55, 58, 60{ } through experiments and use
this method to carry out comprehensive integration cal-
culation, and the results are as follows:

ω � (0.1389, 0.1837, 0.1389, 0.2028, 0.1837, 0.1389, 0.0131)
T
,

WAω x1, x2, . . . , x7(  � 58 × 0.1389 + 55 × 0.1837 + 58 × 0.1389 + 50 × 0.2028 + 55 × 0.1837 + 58 × 0.1389 + 60 × 0.0131.

(20)

Compared with the normal ordered weighting method,
this method is more generalizable, when there are a large
number of identical data, which makes the calculation result
to have less error, and the method does not need to sort the
data, so the calculation process is simpler. .e method also
shows good usability and accuracy when applied to a variety
of complex UX experimental data. It has been proven that
each data have a corresponding weight function based on its
size; thus it is not related to the position of the data;
therefore, this method weighs both the importance of the
data positioning and the size of the data itself. Additionally,
it has such excellent properties as symmetry; hence the larger
the deviation from the mean (expectation), and the smaller
the weight value assigned, which is consistent with the actual
decision-making form.

4. Experimental Verification and Analysis

.e central limit theorem is a probability theorem stating
that the partial sum distribution of a random variable se-
quence obeys an asymptotically normal distribution..is set
of theorems is the theoretical basis of mathematical statistics
and error analysis, which points out the conditions for a
large number of random variables to converge point by point
to the accumulation distribution function of a normal
distribution. In other words, when the sample size is large
enough, the experimental data sample presents a normal
distribution trend.

Given a fixed value y, a certain noise model N(μ, σ2) is
selected, from which m random noises are, respectively,
generated and added to the original fixed value y; then the
integrated algorithm model is used to determine the
demaximum averaging (DMA), normal weighted syn-
thesis (NWS), normal ordered weighted synthesis
(NOWS), and weighted synthesis of the probability
density function based on the continuous probability
density function of the normal distribution (WS-PDF-
ND). Four comprehensive integrated algorithm models
are calculated to obtain the denoised estimated values
y1, y2, y3, y4. .e error between the estimated value and
the true value is calculated and analyzed; then the per-
formance of each integrated approach was observed and
compared. .e experimental principle flow chart is il-
lustrated in Figure 2.

Sources of data acquisition: the average value μ generated
byMATLAB is μ1 � 5, μ2 � 50, μ3 � 70, and μ4 � 85, and the
standard deviation σ is 16 sets of data with σ1 � 0.5, σ2 � 1,
σ3 �

�
2

√
, and σ4 � 3, respectively..e amount of each data is

20, and the average value represents the evaluated product’s
real user experience value, and the standard deviation
simulates the noise parameters in the evaluation process.

.e data variables xi (i � 1, 2, . . . , n), with xmax repre-
senting the maximum value of the data, and xmin referring to
the minimum value of the data, are calculated as follows:

(1) Demaximum averaging (DMA):

y1 �


n
i�1 xi − xmax − xmin

n − 2
. (21)

(2) Normal weighted synthesis (NWS):

y2 � 
n

i�1
ωixi. (22)

(3) Normal ordered weighted synthesis (NOWS):

y3 � 

n

i�1
ωixσi. (23)

Among them, xσi sorts the data values in a
descending order. Equations (22) and (23) ωi are
obtained from the literature [28].

(4) Based on the weighted synthesis of probability
density function of the normal distribution (WS-
PDF-ND), equations (12)–(15) were used to obtain
the weight vector and perform an integration to get
y4, respectively.

.rough MATLAB simulation, 16 sets of data with
different mean and variance are obtained, and the results of
four integrated synthesis operators are presented in Table 1.

As depicted in Table 1, the overall effect of the four
evaluation modeling methods is quite adequate, and the
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error margin is not very large. After specific comparison of
the results of the four methods, method 4, the continuous
normal distribution probability density function method,
was found to be the closest to the true value in all 4
experiments.

In order to compare and analyze the performance of the
four evaluation models more directly and clearly, the ab-
solute errors of the five groups of samples were calculated
through the four evaluation modeling methods, as delin-
eated in Table 2. A line chart of the absolute error com-
parison analysis is displayed in Figure 3.

From the line chart in Figure 3, we can intuitively notice
that the absolute error of the results obtained by method 4 is
the smallest of the four methods, and the error can even
reach 0, which indicates that the new method hereby set
forth exhibits the strongest generalization ability, and it also
elicits an optimal effect in removing the uncertain noise of
the supervision signal.

In order to further verify the comparative analysis of
the superiority and generalization ability of the four model
methods, we used the same method to generate three sets of
experimental samples; the data volumes of each group of
samples were 50, 100, 200, 1000, 2000, 5000, and 8000
through the above method for verification by using the
mean square error (MSE) and the mean average error
(MAE) as comparative indicators of the samples, as listed in
Table 3.

MSE �
 yk − yk( 

2

N
,

MAE �
 yk − yk




N
,

(24)

where yk is the predicted output of the built DMA, NWS,
NOWS, and WS-PDF-ND, yk is the expected output, and N

is the number of samples.
Table 3 demonstrates that the prediction error of the

WS-PDF-ND method is lower than those of the other
three methods, which proves that this method provides a
more accurate and effective generalization ability, with its
accuracy being directly proportional to the amount of
data.

5. Application Example Verification

5.1.BreadProductUserExperienceExperiment. According to
literatures on bread evaluation [30], the dimensions of bread
characteristics perceived by professional bread evaluators
include the aroma, shape, color, taste, touch, and inner
structure. However, the target experiencer is generally not a
professional, meaning that he may have his own evaluation
criteria when evaluating the multiattributes of bread. We
discovered that the sense of bread touch was low, but the
sense of the other 5 dimensions was obvious and stable, so
the sense of bread touch was excluded. Finally, the evalu-
ation index of users’ bread taste experience was defined by
the flavor, shape, color, taste, and inner structure.

According to the probability theorem, before evaluating
any particular product, the probability of getting every
possible evaluation result is theoretically the same, implying
that the satisfaction rating is equal for every possible event;
hence measurement of the user experience satisfaction
rating should be evenly distributed across the range of
values. .e user experience satisfaction is divided into 4
grades: very satisfied, satisfied, neutral, and dissatisfied. .e
specific evaluation measures are as laid out in Table 4.

Each of the five evaluation indicators has a total of 5
points and a perfect score of 25 points. Table 5 presents the
bread evaluation indicators and evaluation basis.

5.2. Experimental Principles of Bread Products Experience.
.e perception experience of bread products is that people
perceive the shape and color of bread through vision, smell
the fragrance of bread, the taste perception of bread’s taste,
and internal organization. .rough the input of perceptual
data, the experiencer is able to perceive the memory effects
of bread vision, smell, and taste simultaneously; mean-
while, the bread’s visual, smell, and taste information is
transmitted to the brain through the nerves, subsequently
allowing the brain to establish its perception of the bread.
Classification: combining the memory and experience of
previous vision, smell and taste to evaluate the performance
of bread. Nonetheless, people’s evaluation and feelings of
things are relatively vague. In psychology, the dimensions
of the user’s perceived experience can be measured and

x1

ŷ1

ŷ2

ŷ3

ŷ4

x2y
Noise

Actual value
x20

...

Error analysis Estimated value

Demaximum averaging, DMA

Normal weighted synthesis, NWS

Normal ordered weighted synthesis, NOWS

Weighted synthesis of probability
density function of normal
distribution, WS-PDF-ND

Figure 2: Experimental schematic.
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Table 1: Four evaluation modeling methods and results.

σ Noise data (y1 − y20)
y1

(DMA)
y2

(NWS)
y3

(NOWS)
y4 (WS-
PDF-ND)

μ1 � 5

σ1 � 0.5 5.95, 5.06, 5.52, 4.89, 4.92, 5.35, 5.28, 4.44, 4.23, 4.45, 4.29, 5.03, 4.79, 4.82, 4.32,
5.39, 5.22, 4.96, 5.51, 4.56 4.93 4.85 4.95 4.97

σ2 � 1 6.05, 4.25, 4.06, 3.73, 5.50, 7.79, 5.73, 4.23, 5.84, 3.87, 3.58, 5.72, 4.22, 5.32, 6.41,
5.40, 5.93, 3.39, 5.66, 7.14 5.15 5.12 5.18 5.08

σ3 �
�
2

√ 5.67, 7.00, 5.03, 4.93, 7.41, 4.28, 5.00, 6.30, 5.21, 6.99, 6.46, 5.41, 3.90, 5.80, 3.04,
5.35, 6.14, 5.30, 6.24, 7.88 5.69 5.56 5.67 5.42

σ4 � 3 5.77, 2.08, 1.56, 6.64, 9.70, 3.65, 4.75, 0.98, 7.52, 3.76, 10.74, 3.13, 6.18, 1.49, 0.08,
3.83, 6.23, 1.57, 8.91, 3.22 4.44 4.53 4.37 4.56

μ2 � 50

σ1 � 0.5 50.21, 50.17, 50.17, 49.64, 50.16, 49.74, 49.55, 49.40, 50.52, 49.58, 49.91, 49.40,
49.85, 48.38, 49.46, 49.29, 49.49, 49.89, 49.84, 50.97 49.79 49.69 49.78 49.86

σ2 � 1 49.59, 49.29, 50.06, 48.15, 49.60, 49.46, 49.09, 50.65, 49.27, 50.54, 50.98, 49.84,
50.28, 50.64, 49.92, 50.54, 48.74, 51.11, 49.01, 48.17 49.76 49.90 49.76 49.90

σ3 �
�
2

√ 51.31, 50.38, 50.91, 50.60, 48.14, 49.41, 51.73, 49.94, 50.82, 48.58, 50.09, 50.85,
48.07, 50.49, 49.74, 48.67, 49.95, 47.32, 46.99, 48.34 49.65 49.72 49.69 49.97

σ4 � 3 51.31, 48.49, 50.31, 53.59, 50.36, 46.89, 47.43, 49.49, 49.42, 47.40, 50.54, 53.80,
49.25, 49.39, 43.40, 47.68, 45.82, 48.84, 51.58, 54.57 49.53 49.23 49.45 49.64

μ3 � 70

σ1 � 0.5 69.71, 69.87, 69.22, 69.76, 69.33, 70.02, 70.43, 70.20, 69.65, 69.18, 70.73, 71.03,
70.06, 69.51, 70.60, 69.70, 69.77, 70.44, 69.31, 69.02 69.86 69.97 69.85 70.03

σ2 � 1 71.38, 69.94, 70.45, 69.64, 68.98, 66.93, 70.63, 69.71, 69.80, 70.41, 68.58, 69.27,
71.15, 70.60, 68.72, 67.80, 69.43, 70.21, 70.94, 70.09 69.80 69.63 69.81 70.00

σ3 �
�
2

√ 68.60, 68.34, 67.56, 70.41, 67.75, 70.16, 71.11, 70.00, 70.13, 69.47, 67.90, 69.94,
71.36, 72.46, 69.39, 67.70, 70.24, 70.53, 69.68, 68.38 69.51 69.74 69.56 69.80

σ4 � 3 75.40, 69.65, 69.04, 72.45, 71.47, 72.30, 72.33, 65.56, 71.62, 69.73, 67.72, 67.92,
73.84, 67.57, 66.29, 70.64, 76.03, 70.08, 70.92, 67.19 70.34 70.13 70.34 70.10

μ4 � 85

σ1 � 0.5 85.21, 85.20, 85.05, 85.25, 85.54, 85.49, 84.72, 85.40, 85.09, 84.75, 84.40, 85.32,
84.82, 85.02, 84.60, 84.22, 85.09, 84.97, 85.60, 85.40 85.07 85.01 85.08 85.07

σ2 � 1 83.88, 85.31, 83.83, 84.04, 84.35, 83.77, 84.73, 84.10, 84.71, 84.54, 84.59, 84.50,
86.23, 85.61, 85.06, 83.53, 83.37, 83.04, 87.61, 85.97 84.56 84.62 84.55 84.66

σ3 �
�
2

√ 87.86, 81.66, 84.28, 83.13, 84.10, 85.45, 85.20, 83.99, 86.10, 85.88, 85.92, 84.40,
86.48, 85.93, 88.55, 86.50, 86.64, 85.07, 83.18, 84.48 85.26 85.41 85.26 85.14

σ4 � 3 90.02, 85.37, 86.59, 82.14, 87.56, 86.17, 81.53, 85.12, 83.65, 85.33, 84.25, 84.43,
81.90, 84.03, 87.30, 90.23, 81.52, 92.13, 89.58, 85.51 85.60 85.17 85.57 85.06

Table 2: Comparison of absolute errors of the four evaluation modeling methods.

σ y1 (DMA) y2 (NWS) y3 (NOWS) y4 (WS-PDF-ND)
μ1 � 5
σ1 � 0.5 0.07 0.15 0.05 0.03
σ2 � 1 0.15 0.12 0.18 0.08
σ3 �

�
2

√
0.69 0.56 0.67 0.42

σ4 � 3 0.56 0.47 0.63 0.44
μ2 � 50
σ1 � 0.5 0.21 0.31 0.22 0.14
σ2 � 1 0.24 0.10 0.24 0.10
σ3 �

�
2

√
0.35 0.28 0.31 0.03

σ4 � 3 0.47 0.77 0.55 0.36
μ3 � 70
σ1 � 0.5 0.14 0.03 0.15 0.03
σ2 � 1 0.20 0.37 0.19 0.00
σ3 �

�
2

√
0.49 0.26 0.44 0.20

σ4 � 3 0.34 0.13 0.34 0.10
μ4 � 85
σ1 � 0.5 0.07 0.21 0.08 0.07
σ2 � 1 0.44 0.38 0.45 0.34
σ3 �

�
2

√
0.26 0.41 0.26 0.14

σ4 � 3 0.60 0.17 0.57 0.06
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evaluated using psychological scales (such as the Likert
scales and semantic difference scales) [5]. .e principle
flow chart of the bread product perception experience test
is illustrated in Figure 4.

Participants: 6 bakers specializing in the cake room, 10
students from colleges and universities, aged between
21–25 years old, reported a normal experience of the
taste, vision and smell.
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Figure 3: Comparative analysis of the absolute errors of the results of the four comprehensive integration methods. (a) μ1 � 5, (b) μ2 � 50,
(c) μ3 � 70, and (d) μ4 � 85.

Table 3: Performance of calculation results.

Number of samples MSE MAE
DMA NWS NOWS WS-PDF-ND DMA NWS NOWS WS-PDF-ND

20 0.144 0.119 0.147 0.046 0.330 0.283 0.333 0.159
50 0.131 0.107 0.135 0.049 0.314 0.275 0.319 0.153
100 0.111 0.098 0.102 0.014 0.220 0.243 0.128 0.092
200 0.099 0.124 0.083 0.010 0.196 0.157 0.117 0.072
1000 0.087 0.056 0.089 0.004 0.137 0.124 0.098 0.068
2000 0.062 0.029 0.056 0.0032 0.217 0.110 0.052 0.015
5000 0.021 0.011 0.044 0.0018 0.119 0.083 0.007 0.007
8000 0.009 0.014 0.020 0.0004 0.078 0.021 0.023 0.002
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Experience product: a new bread product developed by
the school bakery.

.e user bread product experience evaluation process is
as follows:

(1) Distribute questionnaires, evaluation indicators, and
tables of evaluation basis to the professional bakers
and school students, and then explain the rules for
filling them out. Note: .e scoring range is 0–5
points, and the step size is 0.5.

(2) Each experiencer individually experiences the pre-
pared bread products.

(3) In the process of bread experience, the experiencer
fills in the questionnaire according to the evaluation
index and evaluation basis form.

(4) Collect the questionnaires and end the experiment.

5.3. Results of Four Evaluation Modeling Methods. After
collating the experimental data, we obtained 10 participants’
satisfaction scores in the five indicators as revealed in Table 6.

.e final results of bread products using four evaluation
modeling methods are set out in Figure 5.

From Figure 5, we can obviously see that the satisfaction
results of the bread product experience obtained by the four
evaluation modeling methods are all satisfactory.

6. Algorithm Verification Analysis

In order to verify the validity of the method, a new bread
product developed by the school bakery was used to evaluate

the users’ satisfaction degree of their bread product experi-
ence. Firstly, the evaluation index system of bread experience
is established based on the factors influencing the bread
experience satisfaction. Since different experts have varying
scores on each index weight, there are also uncertain noise
effects. .ence, six professional bakers are used to score the
weight of all levels of indicators, and four evaluationmodeling
methods are used to determine the relative weight of all levels
of indicators in the index system, and the first step of ag-
gregation is carried out. According to the gray class and the
corresponding gray number, 10 students are given the ex-
perience score of each index through the experiment, and the
comprehensive quantitative evaluation result is obtained by
data processing through the gray clustering method.

6.1. Bakers Determine Indicator Weights. Taking the index
weight determination as an example, six professional bakers
scored the importance of five evaluation indicators, as shown
in Figure 6:

As can be observed from Figure 6, different people with
the same raw material ratio scheme reported different re-
sults. For instance, regarding indicator C4, Baker 1 gave 4.5
points denoting “very satisfied,” while Baker 5 gave only 1.5
points implying “neutral.” Due to each person’s different
experience, cognition and knowledge levels are different;
thus each person’s evaluation result is different, meaning
that the evaluation process will inevitably have a noise in-
fluence, and it is a very common phenomenon to have a
quite large gap between the same product’s evaluation ex-
perience results from real life professionals.

Table 4: Evaluation measures of bread experience satisfaction.

Very satisfied Satisfaction Neutral Dissatisfied
4-5 3-4 2-3 0-1

Table 5: Bread evaluation indicators and evaluation basis.

Evaluation
index/
evaluation
basis

Fragrance Shape Color Taste Inner structure

Very satisfied

Has the aroma of
baked products, no
repelling odor or
other odor present

Full and complete
shape, smooth surface,
no damage, suitable

cavity size

.e skin color is golden
yellow, nonfocused,
light, whitish, and the

color is uniform

Soft and palatable,
no acidic taste,
not sticky on
teeth, no odor

No particles, uniform and fine
stomata, fine structure, no
atmospheric holes, no raw
powder, or sugar particles

Satisfied
Poor scent, but no
other bad smell or

other odor

Complete shape, no
damage, suitable

cavity size, but rough
surface

.e skin color is pale
yellow, nonfocused,
light, whitish, and the

color is uniform

Bland taste, not
sticky on teeth, no

odor

Few particles, stomata are
uniform and fine, fine
organization, with

atmospheric pores, no raw
powder, or sugar particles

Neutral
No scent, but no
major bad odor or

other odor

Basically complete,
with minor damage,
voids of different sizes,
and rough surface

.e skin color is light,
but it is basically

uniform, not defocused
or whitish

Poor taste, not
sticky on teeth, no

odor

Few particles, stomata are
uniform and fine, fine
organization, with

atmospheric pores, raw
powder, sugar particles

Dissatisfied Got bad smell
Incomplete shape,

with large damage and
rough epidermis

Uneven color, slightly
toasted

Rough texture in
the mouth, hard

to swallow

More granular, uneven
stomata, a few raw powders
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Taking the calculation of the weight of indicator C1 as an
example, the number of evaluators n � 6, and the weighting
vector obtained from equations (12)–(14) in Section 3.2, we
have ω � (6.4901 × 10− 5, 0.7652, 2.340 × 10− 5, 0.1173,

6.4901 × 10− 5, 0.1173)T.
.e absolute weight of the index C1 can be calculated as

ω1 � 6.4901 × 10− 5
, 0.7652, 2.340 × 10− 5

, 0.1173, 6.4901

× 10− 5
, 0.1173 ·

3.5

4.0

5.0
4.5

3.5
4.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 4.12.

(25)

Calculate C2 to C5 in the same way in the order of 3.30,
3.00, 3.50, and 2.51. .en find the relative weights of the five
indicators as ω4

0 � (0.25, 0.20, 0.18, 0.22, 0.15).
Similarly, the other three evaluation modeling methods

are used to calculate the comprehensive integration results
and relative weight values of each evaluation index.

6.2.GrayClusterEvaluation. .e gray clustering evaluation
model is a classic method of assessment in the gray system
theory [37]. To be more specific, on the basis of deter-
mining the evaluation gray class, the whitening value of
the corresponding gray number of each gray class is
calculated by establishing a whitening weight function. To
ensure that the evaluation system is gray, the system was

converted to a white system and specific evaluation results
were obtained. .e specific steps are as follows: (1) De-
termine the evaluation gray class and establish the cor-
responding whitening weight function: refer to the
method given in [32] and determine the four gray classes
“very satisfied, satisfied, average, and unsatisfactory.” .e
corresponding gray numbers are (1, 2, 3, 4), in which the
first category (e � 1): “very satisfied,” with a score of 4 or
above; the second category (e � 2 ): “satisfied,” with a
score of about 3 points; the third category (e � 3 ):
“neutral,” with a score of about 2 points; and the fourth
category (e � 4): “not satisfied,” with a score of 1 or below;
(2) Construction of a gray clustering weight matrix; (3)
Gray clustering evaluation. According to the gray class
and the corresponding gray number determined in this
paper, the results of the experience scoring for each index
were measured by 10 students at school; then the data
were processed by the gray clustering method to obtain
the comprehensive quantitative evaluation results.

Construct a gray evaluation matrix D according to the
experiencer’s satisfaction score Table 5:

D �

3.5 4.5 3.0 3.5 2.0 2.0 5.0 3.0 3.5 3.5

4.5 3.0 3.5 2.5 2.5 1.5 3.5 3.0 3.5 4.5

2.0 2.5 3.0 2.5 3.5 2.5 2.0 3.5 4.5 3.0

2.5 3.0 3.5 2.0 4.5 2.5 3.0 4.5 3.5 2.5

4.5 3.5 3.5 5.0 3.5 4.5 2.5 2.5 3.0 3.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

5×10

.

(26)

Based on the determined gray class and whitening
weight function method introduced in [38], the gray
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Figure 4: Principles of bread product experience test.

Table 6: Satisfaction scores of 10 users on 5 indicators.

Experiencer number/indicator 1 2 3 4 5 6 7 8 9 10
C1 3.5 4.5 3.0 3.5 2.0 2.0 5.0 3.0 3.5 3.5
C2 4.5 3.0 3.5 2.5 2.5 1.5 3.5 3.0 3.5 4.5
C3 2.0 2.5 3.0 2.5 3.5 2.5 4.0 3.5 4.5 3.0
C4 2.5 3.0 3.5 2.0 4.5 2.5 3.0 4.5 3.5 2.5
C5 4.5 3.5 3.5 5.0 3.5 4.5 2.5 2.5 3.0 3.5
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clustering weight matrix R of 5 bread satisfaction evaluation
indexes is calculated as follows:

R �

0.2182 0.5636 0.2182 0

0.2243 0.6915 0.0842 0

0.1091 0.6727 0.2182 0

0.2182 0.6727 0.1091 0

0.3334 0.6666 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (27)

.e comprehensive clustering evaluation vector of the
four evaluation modeling methods is given as

Z1 � ω1
0 · R � [0.2193, 0.6471, 0.1336, 0],

Z2 � ω2
0 · R � [0.2205, 0.6462, 0.1333, 0],

Z3 � ω3
0 · R � [0.2193, 0.6471, 0.1336, 0],

Z4 � ω4
0 · R � [0.2149, 0.6415, 0.1336, 0].

(28)

Among them, ωi
0(i � 1, 2, 3, 4) denotes the relative

weight vector of 5 indicators obtained from the four inte-
grated integration operators under the expert evaluation
principle.

According to the evaluation principles of the gray
clustering model, the clustering weight vector and the bread
experience satisfaction evaluation threshold
U � (4.5, 3, 1, 0.5)T are further synthesized, and the com-
prehensive satisfaction value W � Z · U is calculated to
obtain W1 � 3.0618, W2 � 3.0642, W3 � 3.0618, and
W4 � 3.0252. According to the performance measures de-
fined in Table 3, we can deduce that the comprehensive
performance value does not reach “very satisfied,” but lies in
the “satisfied” range. .e result of the gray clustering
evaluation model is a gray number e � 2, and the matching
comprehensive evaluation result is also “satisfied.” .e re-
sults achieved via the weighted synthesis method based on
the continuous normal distribution probability density
function are in accordance with this. .e effectiveness and
practicability of this novel method also indicate that the
bread product still has room for improvement.

7. Conclusion

In this paper, by combining the theories of statistics and
decision science, a method based on the normal distribution
probability density function weighted synthesis operator is
proposed to solve the influence of uncertain noise in the
process of user experience quality evaluation modeling. .e
simulation results suggest that the novel method set forth in
this article has the least error when the sample data exhibit a
normal distribution. In other words, the exclusion of un-
certain noise is optimal. Finally, a user experience test ex-
periment of bread products is performed. Four evaluation
modeling methods are used to determine the weight of all
levels of indicators in the index system, and gray clustering
evaluation is carried out. More importantly, the final results
are consistent, which confirms the feasibility and practica-
bility of the proposed evaluation method.
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