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Surface defects of autobody panels have the greatest impact on the surface quality of the automobile body, but many enterprises
lack a scientific and reasonable evaluation method of surface quality, relying solely on the subjective judgment of decision makers
which will lead to an increase in the probability of misjudgment. In this paper, the subjective weight is determined by the genetic
algorithm based on optimization, and the objective weight is determined by the improved deviation maximization method.
Combining the hesitant fuzzy set theory, the hesitant fuzzy mixed weighted arithmetic average operator (HFHWA), and the score
function, the surface defect information of the panel is quantified. On this basis, a complete set of hesitant fuzzy multiattribute
evaluation model of surface defect information is proposed. Taking a batch of inner panels of the automobile door produced by A
automobile enterprise as an example, five common defects including hidden pit, bump and scratch, rust, indentation pockmark,
and ripple are selected as evaluation attributes to evaluate their surface quality, which verifies the validity and practicability of
the model.

1. Introduction

Multiattribute decision-making as an important content of
management science has profound theoretical basis and
application background in the fields of logistics manage-
ment, engineering construction, and military affairs, such as
warehouse location, production prediction, grade ranking,
and medical diagnosis [1, 2]. Multiattribute decision-making
is to compare different attribute information of different
schemes by using certain methods, which mainly includes
three parts, respectively, as index data acquisition, operator
aggregation, and result ranking.

After decades of development, the research and appli-
cation of multiattribute decision-making theory have been
mature, with its application field greatly expanded [3, 4]. As
to the study of multiattribute decision-making, Saaty [5]
firstly proposed analytic hierarchy process (AHP); thus,
a new definition of hierarchical structure was proposed, the
method of eigenvalue measurement was applied to AHP,
and the validity of eigenvalue measurement and AHP was

verified by an example. Hwang and Yoon [6] systematically
reviewed and classified the literatures of multiattribute
decision-makingmethods and their applications, introduced
the basic theories of transformation of different types of
attributes, the rules of fuzzy decision-making, and the
method of weight determination and put forward a system
for classifying 17 main MADM methods. Karacapilidis [7]
proposed a comprehensive framework for multicriteria
decision-making on the World Wide Web, where the in-
volved agents use a fully implemented debating discourse
system to pursue their standards and goals and then in-
troduced a fuzzy similarity measurement to evaluate existing
alternative solutions related to the required solutions.

(e concept of fuzzy sets proposed by Zadeh [8] and
studied by numerous scholars had diverged outward many
branches, in which, fuzzy multiattribute decision-making as
one of the branches recognized by scholars has been applied
in many fields. Xu [9] studied three kinds of multiattribute
decision-making methods based on different numerical
forms and discussed weight determination, different types of
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operators, and preference effect. Cheng and Liu [10] pro-
posed a new method of weight determination, with the
consideration of the preferences of decision makers and
relevant experts and verified by examples that this method is
suitable for determining the weights of different types of
attributes. Ma and Sun [11] conducted sensitivity analysis on
attribute weights determined by the comparison method,
which is helpful for decision makers to make more reliable
decisions and has been verified by examples. Sun and Guan
[12] proposed a multiattribute decision-making method
based on grey correlation for the mixed multiattribute de-
cision-making problems with real numbers, interval num-
bers, triangular fuzzy numbers, intuitionistic fuzzy numbers,
and uncertain linguistic variables.

1.1. Problems and Related Work. Fuzzy multiattribute
evaluation and traditional multiattribute evaluation will
both consider weight, preference of the reviewer, normali-
zation of attribute values, and aggregation operators, but
their attribute values are expressed differently, that is, tra-
ditional multiattribute evaluation uses the deterministic
number to represent attribute value, while fuzzy multi-
attribute evaluation, which has the color of uncertainty and
is more suitable for the actual evaluation process, uses the
fuzzy number to represent attribute value.

Many scholars had conducted deep research studies and
practical application on hesitant fuzzy set theory firstly
proposed by Torra [13]. Xia and Xu [14] firstly discussed the
relationship between intuitionistic fuzzy sets and hesitant
fuzzy sets and based on which, the operations of some fuzzy
elements and set operators were given. Chao and Zhao [15]
defined a new aggregation operator with the consideration of
both intuitionistic and hesitant fuzzy sets and gave the
corresponding accuracy function and score function. Josh
[16]introduced a new biparametric exponential information
measure based on intuitionistic fuzzy sets (IFSs) for intui-
tionistic fuzzy sets and also produced a new multicriteria
decision-making method based on the proposed intui-
tionistic fuzzy (IF) measure and weighted correlation co-
efficients. Zhu et al. [17] combined the hesitant fuzzy
number and the TOPSIS method to calculate the approach
degree between each scheme and ideal solution and based on
which, the prioritization was conducted. Liang and Liu [18]
introduced fuzzy sets into rough sets of decision theory and
proposed a newmodel of rough sets of fuzzy decision theory.
Wang [19] constructed aggregation operators of picture
fuzzy sets and studied their properties and applications.
Joshi [20] introduced an information measure defined on
PFSs called R-norm picture fuzzy information measure and
proposed a new set of axioms as criteria for picture fuzzy
entropy. Liu et al. [21] proposed a multiobjective optimi-
zation model to determine the optimal weight. Liu [22] put
forward the hesitant fuzzy symmetric mean operator, in-
troduced its four good properties, and applied this model to
the selection of cloud service providers. Li and Liu [23]
proposed a new distance measure formula for hesitant fuzzy
sets, which is very convenient with the advantage that it does
not need to add fuzzy elements to shorter fuzzy sets.

At the same time, hesitant fuzzy operators have also been
greatly developed. He et al. [24] defined the i-order polymer-
ization-degree function, proposed a new ranking method to
further compare different hesitant fuzzy sets, and used new
aggregation operators to give a fuzzy method for fuzzy mul-
tiattribute group decision-making. Liang et al. [25] extended the
application of decision theory rough set to the indecisive fuzzy
information system in view of the new evaluation format of the
fuzzy set. Lin et al. [26] discussed the use of product preference
relations to deal with the consistency of probabilistic hesitant
product preference relations (PHMPRs); thus, a complete group
decision-making model based on PHMPRs was proposed,
whose validity was verified by an example. Gao et al. [27]
proposed a Hamacher prioritized aggregation operator for
fusing dual hesitant bipolar fuzzy information and developed
some methods for solving the problem of dual hesitant bipolar
fuzzy multiattribute decision-making. It is proven that the
feature of hesitant fuzzy sets (HFSs) to assign membership
degrees in the form of a set has made them very useful for
solving the multiple attribute decision-making (MADM)
problem. Joshi and Kumar [28] introduced a new exponential
hesitant fuzzy entropy based on well-known exponential en-
tropy, which is then used for solving the MADM problem. Liao
[29] comprehensively introduced the theories of intuitionistic
fuzziness, hesitant fuzziness, and hesitant linguistic fuzziness in
detail and put forward some new aggregation operators on the
basis of various operators. (ese research documents provide
a solid theoretical support for this paper.

1.2. ResearchContents. Based on the basic theories of supply
management, quality management, fuzzy mathematics,
operations research, and metal technology, this paper makes
a thorough study on the multiattribute evaluation of panel
surface quality with the reference of research ideas and
methods of relevant scholars:

(1) With full consideration of the close relationship
between fuzzy evaluation and actual production,
attribute values are given in the form of hesitant
fuzzy numbers. (e characteristic of hesitant fuzzy
numbers is that there is no limit on the number of
attribute index values. When the opinions of de-
cision makers are not uniform, all attribute values
can be added to the fuzzy set.

(2) A new method for measuring hesitant fuzzy distance
is introduced, while it is not necessary to add fuzzy
elements to a shorter fuzzy set, so the calculation is
simpler. An improved deviation maximization
method is used to solve objective weights, and
a genetic algorithm based on optimization is used to
solve subjective weights.

(3) (e HFHWA operator used in this paper aggregates
data information, whose advantage is to weigh the
fuzzy information itself and its position at the same
time.

(4) Based on the hesitation fuzzy score function, the
hierarchical partition function of surface quality is
defined by combining related criteria.
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1.3. Research Framework. (e contents of rest of the article
are as follows: Section 2 presents the evaluation model of
panel surface quality; Section 3 introduces relevant algo-
rithms. Section 4 validates the model and algorithm with
examples. Section 5 analyses the results of the examples.
Section 6 is the summary of the whole paper.

2. Model

Suppose the numbering set of the autobody panel is
δ � δ1, δ2, . . . , δm􏼈 􏼉, attribute set is αi � α1, α2, . . . , αn􏼈 􏼉,
subjective weight of each evaluation attribute is
λj � (λ1, λ2, . . . , λn)T, objective weight is cj � (c1, c2,

. . . , cn)T, and combination weight is ωj � (ω1,ω2, . . . ,ωn)T,
in which the corresponding attribute αij of each scheme δi is
given in the form of hesitant fuzzy number, namely,
αij � (τx), x � 1, 2, . . . , n, and τx denotes the possible
membership given by the evaluator. With 0≤ τx ≤ 1, all the
values of αij � (τx), x � 1, 2, . . . , n, constitute a preliminary
matrix of hesitant fuzzy evaluation:

B �

α11 α12 ... α1n

α21 α22 ... α2n

⋮ ⋮ ... ⋮

αm1 αm2 ... αmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(1)

2.1. Definition of Parameters and Variables

λj: subjective weight of the j-th attribute, j � 1, 2, . . . , n

cj: objective weight of the j-th attribute, j � 1, 2, . . . , n

ωj: combination weight of the j-th attribute,
j � 1, 2, . . . , n

αj: evaluation attribute set of each scheme,
j � 1, 2, . . . , n

hj: evaluation attribute set of each scheme after nor-
malization, j � 1, 2, . . . , n

μij: membership of the i-th evaluation scheme to the j-
th attribute, i � 1, 2, . . . , m; j � 1, 2, . . . , n

]ij: nonmembership of the i-th evaluation scheme to
the j-th attribute, i � 1, 2, . . . , m; j � 1, 2, . . . , n

πij: hesitancy degree of the i-th evaluation scheme to
the j-th attribute, i � 1, 2, . . . , m; j � 1, 2, . . . , n

ε(j): a sort, namely, 1, 2, . . . , n{ }⟶ 1, 2, . . . , n{ },
making αj as the ε(j)-th great element in the intui-
tionistic fuzzy sequence αj(j � 1, 2, . . . , n)

s(h): score function for the comparison of the two
intuitionistic fuzzy numbers
G(x): hierarchical partition function, while hierar-
chical partition is conducted according to the final
results of each scheme

2.2. Normalization of Evaluation Index. (e evaluation at-
tributes of surface quality of autobody panels belong to cost
attributes. (e larger the membership degree, the more
serious the defect of this attribute and the more affected the

surface quality. (erefore, it is necessary to normalize the
attribute indexes and transform the hesitant fuzzy pre-
liminary matrix B � (αij)m×n into a normalized matrix
H � (hij)m×n, in which

hij �

αij, income attribute,

αc
ij, cost attribute,

i � 1, 2, . . . , m; j � 1, 2, . . . , n.

⎧⎪⎪⎨

⎪⎪⎩
(2)

2.3. Solving Model of Subjective Weight. (e eigenvector
method was proposed by Satty [30] in 1980. (e decision
maker can make a comparison between two attributes,
which can be either a definite value or a fuzzy language, as
shown in Table 1. If it is the fuzzy language, it needs to be
transformed into a real number interval [31]; thus, the
preliminary judgment matrix E can be obtained:

E �

1
1

x(1)

1
x(2)

1
x(4)

1
x(7)

x(1) 1
1

x(3)

1
x(5)

1
x(8)

x(2) x(3) 1
1

x(6)

1
x(9)

x(4) x(5) x(6) 1
1

x(10)

x(7) x(8) x(9) x(10) 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3)

With reciprocal of maximum eigenvalue λmax as fitness
function, genetic algorithm based on optimization is used to
solve the optimal solution of each element in the matrix.(e
specific algorithm is as follows:

Step 1: linguistic scales for the importance comparisons
between the five attributes of hidden pit, bump and
scratch, rust, indentation pockmark, and ripple are given
by the decision maker, and the value interval of each
element in the judgment matrix is obtained according to
the corresponding table of the linguistic scale.
Step 2: according to the value interval, ten variables are
conducted with real-number coding.
Step 3: the initial population and fitness function are
determined, while with reciprocal of maximum eigen-
value λmax as fitness function, the greater F(x), the
stronger the adaptability of the individual and the greater
the probability of being inherited to the offspring.
Step 4: selection, crossover, and mutation operations
are carried out on the feasible solution population, thus
making the population evolve forward and keep
approaching the optimal value.
Step 5: when the number of cycles of the algorithm does
not meet the required maximum number of cycles, go
back to Step 3 and continue the following calculation.
(e final result is not the output until the termination
condition is met.
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(e preliminary judgment matrix is determined
according to the optimal solution, and then the subjective
weight λj � (λ1, λ2, . . . , λn)T is obtained.

2.4. Solving Model of Objective Weight. (e deviation maxi-
mization method reflects the importance of attributes by the
difference between the data of each attribute set. In the fuzzy
evaluation, the difference is reflected by the fuzzy distance,
while due to the characteristics of hesitant fuzzy numbers, the
length of evaluating the fuzzy set of each attribute corre-
sponding to each evaluated object is different. Li Chuncheng
has proposed a new distance measurement method.

Suppose hesitant fuzzy set is H � X: X ∈ [0, 1],{

X ∉ ∅}, |X| refers to the number of elements in X,
Nn � 1, 2 . . . , n{ }, and H(m) � Z ∈ H: |Z| � m{ }.

Definition 1. When X ∈ H, the mapping is σx: N|X|⟶ X,
resulting in i ∈ N|X|−1, σX(i)≤ σX(i + 1).

Definition 2. When X, Y ∈ H(m), there is X≤
H(m) Y only

when ∀i ∈ Nm, σX(i)≤ σY(i).

Definition 3. When X ∈ H, k ∈ N, 1≤ i1 < i2 < · · · < ik ≤ |X|,

X
i1 ,i2 ,...,ik( ) � σX i1( 􏼁, σX i2( 􏼁, . . . , σX ik( 􏼁,􏼈 􏼉,

X
[k]

� X
i1 ,i2 ,...,ik( ): 1≤ i1 < i2 < · · · < ik ≤ |X|􏼚 􏼛.

(4)

Suppose n � max |X|, |Y|{ }, m � min |X|, |Y|{ }; then, the
distance between hesitant fuzzy sets X and Y is

dh(S, T) �
1

n!/m!
􏽘

Y∗ ∈ Y[m]

X∗ ∈ X[m]

1
m

􏽘

m

i�1
σX∗(i) − σY∗(i)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
λ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/λ

.

(5)

(e above formula does not need to add fuzzy elements
in a short fuzzy set to make the length consistent and can
guarantee the originality of the attribute information. (e
improvement is conducted on the basis of the traditional

deviation maximization method in combination with for-
mula (2); thus, a new formula for solving objective weights of
attributes based on hesitant fuzzy numbers is proposed:

cj �
􏽐

n
i�1􏽐

n
k�1d rij, rkj􏼐 􏼑

􏽐
m
j�1􏽐

n
i�1􏽐

n
k�1d rij, rkj􏼐 􏼑

,

s.t.
􏽘

m

j�1
cj � 1

cj ≥ 0, j � 1, 2, . . .∞, m.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(6)

2.5. Solving Model of Combination Weight. In order to
combine the advantages of subjective weight and objective
weight, the linear weighting method is used to add variable β
to formula (5) to reflect the preference degree of decision
makers and obtain the combination weight ωj:

ωj � βλj +(1 − β)cj,

s.t.
􏽘

m

j�1
ωj � 1

ωj ≥ 0, j � 1, 2, . . . , m,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(7)

where β is the coefficient given by the evaluator and 0≤ β≤ 1.
If the decision maker pays more attention to the subjective
classification in the evaluation work, β will be bestowed with
a larger value, while on the contrary, if the decision maker
pays more attention to objective classification, β will be
bestowed with a smaller value.

2.6. HFHWA Operator Aggregation Model. After de-
termining the weight, the normalized attribute indexes will
be weighted through special operators to obtain a hesitant
fuzzy set that can be used for comparison and ranking.
HFHWA operator is used for aggregation in this paper, and
at the same time, the information of the evaluation attribute
index itself and its position can be weighted:

HFHWAλ,ω h1, h2, . . . , hn( 􏼁 �
⊕

j�1
n λjωε(j)

hj

􏽐
n
j�1λjωε(j)

� ∪τ1∈h1 ,τ2∈h2 ,...,τn∈hn
1 − 􏽙

n

j�1
1 − τj􏼐 􏼑

λjωε(j)

􏽐
n

j�1
λjωε(j)

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (8)

Table 1: Language definition and scale value.

Scale value Language definition
1.0 Attribute i is as important as attribute j
2.0–3.0 Attribute i is slightly more important than attribute j
4.0–5.0 Attribute i is more important than attribute j
6.0–7.0 Attribute i is extremely more important than attribute j
8.5–9.9 Attribute i is absolutely more important than attribute j
1.0–2.0; 3.0–4.0; 5.0–6.0; 7.0–8.5 (e importance ratio of attribute i to attribute j is between the above two
Reciprocal Ratio of attribute j to attribute i
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2.7. Score Function and Hierarchical Partition Function
Models. (e content of this paper is to evaluate whether the
surface quality of autobody panels in the same batch is up to
the standard, without involving ranking, which only needs to
use the score function to get the score value of each eval-
uation object.

s(h) �
1
lh

􏽘
τ∈h

τ. (9)

In the relevant standards, there are no quantitative rules
for the hierarchical partition of surface quality, most of
which are qualitative fuzzy language descriptions. According
to experts’ opinions and evaluation experience, the formula
of the hierarchical partition function is defined as follows:

G(s(h)) �

advanced finishing surface, 0.8≤ s(h)≤ 1,

higher finishing surface, 0.6≤ s(h)< 0.8,

ordinary surface, 0.5≤ s(h)< 0.6,

unqualified surface, 0≤ s(h)< 0.5.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(10)

3. Algorithm

(ere are many evaluation attributes of panel surface
quality, in which five factors with great impact on surface
quality are selected as the evaluation attribute. (e index
value of each attribute is given by the evaluator in the form of
hesitant fuzzy numbers, and HFHWA operators are used to
process the information of each part. (en, the final score
value of the aggregated structure is calculated according to
the score function of hesitant fuzzy sets, with ranking and
hierarchical partition conducted according to score value.
(e algorithm is as follows:

Step 1: the optimal maximum eigenvalues λmax and the
values of 10 variables are obtained by using the algo-
rithm in Section 4.2. Resubstituting the values of 10
variables into the judgment matrix can obtain the ei-
genvectors, whose values are normalized to obtain the
subjective weight λj of each attribute.
Step 2: according to the hesitant fuzzy value given by
the evaluator to the attribute set of each door inner
panel, the hesitant fuzzy distance between two parts of
each attribute is calculated, and then the objective
weight cj of each attribute is calculated by using the
new deviation maximization method.
Step 3: the combination weight ωj of each attribute is
calculated by using the simple linear weighting method,
in which the combination weight coefficient β is given
by the decision maker according to the preference
degree.
Step 4: after solving all kinds of weights, the score value
s(hij) of the j-th attribute of the i-th door inner panel is
calculated by using the score function formula.
Step 5: the attributes of each part are conducted with
ranking, and the higher the score value, the higher the
ranking, while ranking is denoted by ε(j).

Step 6: by combining the idea of mixed weighting, the
weight value λ(j)ωε(ij)

of the j-th attribute of the i-th
part is calculated and normalized, namely,
(λjωε(ij)

/􏽐n
j�1λjωε(ij)

).
Step 7: the HFHWA operator is used to aggregate each
attribute information of each part, thus obtaining the
set of hesitant fuzzy numbers for each part.
Step 8: the final score value of each part is calcu-
lated by using the score function again, with the
ranking conducted according to their scores, and
the higher the score value, the better the surface
quality of the part.
Step 9: according to the hierarchical partition function,
the surface quality of each part is conducted with hi-
erarchical partition, and the unqualified rate of the
whole batch of parts is calculated according to this
piecewise function.

After running the above algorithm, the score value of
surface quality of parts and the qualified rate of this batch of
parts can be obtained.

4. Case Analysis

4.1. Numerical Example Description. Five pieces of door
inner panels are selected from the same batch of 100 inner
panels stocked by the A automobile enterprise, as shown in
Figure 1. (en, the decision maker evaluates the obtained
defect information to obtain preliminary matrix B of fuzzy
evaluation, as shown in Table 2 and 3.

4.2. Numerical Example Solution

4.2.1. Subjective Weight Solution. Based on experts’ opin-
ions, the value ranges of the ten variables x(1)∼x(10) are
determined by the paired comparison method, as shown in
Table 4.

(e value of each variable is input into the program;
thus, the obtained optimal solution of objective function is
λmax � 5.0932, with x(1)− x(10)� {6.6816, 9.7170, 2.4522,
2.0148, 0.2361, 0.1462, 4.0428, 0.2430, 0.2211, 2.0316 }, and
the convergent image of the algorithm is shown in Figure 2.
(e calculated eigenvector corresponding to the maximum
eigenvalue of the judgment matrix is (0.0638, 0.4926, 0.8391,
0.1120, 0.1917), so the subjective weights of the five attributes
are 0.04, 0.29, 0.49, 0.07, and 0.11.

4.2.2. Objective Weight Solution. Formula (5) is used to
calculate the distance between the two schemes, as shown in
Table 5.

By substituting formula (6), the obtained objective
weight is (0.15, 0.17, 0.4, 0.11, 0.18).

4.2.3. Combination Weight Solution. By taking the co-
efficient β � 0.5, the obtained combination weight is
(0.10, 0.23, 0.45, 0.09, 0.15).
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4.3. Result of the Numerical Example. HFHWA operator is
used for data aggregation, and data integration information
of parts is shown in Tables 6–10.

According to the calculation results of each part, the
hesitant fuzzy sets of each part are obtained by using op-
erator aggregation:

(a) (b)

(c) (d)

(e)

Figure 1: Parts display drawing. (a) Part 1. (b) Part 2. (c) Part 3. (d) Part 4. (e) Part 5.

Table 2: Preliminary judgment matrix B. It is transformed into standard matrix H according to formula (2), as shown in Table 3.

Hidden pit Bumping and scratching Rust Indentation and pitting Corrugation
Part 1 (0.2, 0.3) (0.1, 0.2, 0.3) (0.1, 0.2) (0.2, 0.3) (0.2, 0.4)
Part 2 (0.1, 0.2, 0.4) (0.2, 0.4) (0.2, 0.5) (0.4, 0.6) (0.3, 0.4)
Part 3 (0.4, 0.6) (0.5, 0.7) (0.6, 0.7, 0.8) (0.4, 0.5, 0.6, 0.7) (0.5, 0.6)
Part 4 (0.1, 0.2, 0.3) (0.3, 0.4, 0.5) (0.2, 0.5) (0.2, 0.4) (0.3, 0.6)
Part 5 (0.3, 0.5) (0.3, 0.4) (0.5, 0.6) (0.3, 0.5) (0.1, 0.2)
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Figure 2: Convergence image of algorithms.

Table 5: Fuzzy distance between two attributes.

b1 b2 b3 b4 b5
d11 0 0 0 0 0
d12 0.08 0.10 0.20 0.25 0.05
d13 0.25 0.40 0.55 0.15 0.25
d14 0.05 0.20 0.20 0.05 0.15
d15 0.15 0.15 0.40 0.10 0.15
d22 0 0 0 0 0
d23 0.27 0.30 2.10 0.03 0.20
d24 0.03 0.10 0.00 0.20 0.10
d25 0.17 0.05 0.20 0.10 0.20
d33 0 0 0 0 0
d34 0.30 0.20 0.35 0.13 0.10
d35 0.10 0.25 0.15 0.08 0.40
d44 0 0 0 0 0
d45 0.20 0.05 0.20 0.10 0.30

Table 3: Standardized matrix H.

Hidden pit Bumping and scratching Rust Indentation and pitting Corrugation
Part 1 (0.8, 0.7) (0.9, 0.8, 0.7) (0.9, 0.8) (0.8, 0.7) (0.8, 0.6)
Part 2 (0.9, 0.8, 0.6) (0.8, 0.6) (0.8, 0.5) (0.6, 0.4) (0.7, 0.6)
Part 3 (0.6, 0.4) (0.5, 0.3) (0.4, 0.3, 0.2) (0.6, 0.5, 0.4, 0.3) (0.5, 0.4)
Part 4 (0.9, 0.8, 0.7) (0.7, 0.6, 0.5) (0.8, 0.5) (0.8, 0.6) (0.7, 0.4)
Part 5 (0.7, 0.5) (0.7, 0.6) (0.5, 0.4) (0.7, 0.5) (0.9, 0.8)

Table 4: Corresponding intervals of judgment matrix variables.

Variable Range of values
x(1) (6, 7)
x(2) (8.5, 9.9)
x(3) (2, 3)
x(4) (2, 3)
x(5) (1/5, 1/4)
x(6) (1/7, 1/6)
x(7) (4, 5)
x(8) (1/5, 1/4)
x(9) (1/5, 1/4)
x(10) (2, 3)

Table 6: Calculation results of part 1.

h1j h11 h12 h13 h14 h15
s(h1j) 0.75 0.8 0.85 0.75 0.7
ε(1j) 3 2 1 4 5
λ(j) 0.04 0.29 0.49 0.07 0.11
ω(j) 0.10 0.23 0.45 0.09 0.15
λ(j)ωε(1j)

0.018 0.0667 0.049 0.0063 0.0165
λjωε(1j)

/􏽐n
j�1λjωε(1j)

0.12 0.43 0.31 0.04 0.11

Table 7: Calculation results of part 2.

h2j h21 h22 h23 h24 h25
s(h2j) 0.7667 0.7 0.65 0.5 0.65
ε(2j) 1 2 3 5 4
λ(j) 0.04 0.29 0.49 0.07 0.11
ω(j) 0.10 0.23 0.45 0.09 0.15
λ(j)ωε(2j)

0.004 0.0667 0.2205 0.0105 0.0099
λjωε(2j)

/􏽐n
j�1λjωε(2j)

0.01 0.21 0.71 0.03 0.03

Table 8: Calculation results of part 3.

h3j h31 h32 h33 h34 h35
s(h3j) 0.5 0.4 0.3 0.45 0.45
ε(3j) 1 4 5 2 3
λ(j) 0.04 0.29 0.49 0.07 0.11
ω(j) 0.10 0.23 0.45 0.09 0.15
λ(j)ωε(3j)

0.004 0.0261 0.0735 0.0161 0.0495
λjωε(3j)

/􏽐n
j�1λjωε(3j)

0.02 0.15 0.43 0.10 0.29

Table 9: Calculation results of part 4.

h4j h41 h42 h43 h44 h45
s(h4j) 0.8 0.6 0.65 0.7 0.55
ε(4j) 1 4 3 2 5
λ(j) 0.04 0.29 0.49 0.07 0.11
ω(j) 0.10 0.23 0.45 0.09 0.15
λ(j)ωε(4j)

0.004 0.0261 0.2205 0.0161 0.0165
λjωε(4j)

/􏽐n
j�1λjωε(4j)

0.01 0.09 0.78 0.06 0.06

Table 10: Calculation results of part 5.

h5j h51 h52 h53 h54 h55
s(h5j) 0.6 0.65 0.45 0.6 0.85
ε(5j) 3 2 5 4 1
λ(j) 0.04 0.29 0.49 0.07 0.11
ω(j) 0.10 0.23 0.45 0.09 0.15
λ(j)ωε(5j)

0.006 0.0667 0.049 0.0063 0.011
λjωε(5j)

/􏽐n
j�1λjωε(5j)

0.04 0.48 0.35 0.05 0.08
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h1 � HFHWA h11, h12, h13, h14,h15􏼐 􏼑

� ∪
τ11∈h11,τ12∈h12,τ13∈h13,τ14∈h14,τ15∈h15,

1 − 1 − τ11( 􏼁
0.12

× 1 − τ12( 􏼁
0.43

× 1 − τ13( 􏼁
0.31

× 1 − τ14( 􏼁
0.04

× 1 − τ15( 􏼁
0.11

􏽮 􏽯

�

0.8822, 0.8728, 0.8802, 0.8707, 0.8539, 0.8423, 0.8515, 0.8398,

0.8412, 0.8287, 0.8387, 0.8259, 0.8032, 0.7876, 0.8000, 0.7841,

0.8110, 0.7960, 0.8079, 0.7927, 0.7657, 0.7471, 0.7619, 0.7430,

0.8763, 0.8665, 0.8743, 0.8643, 0.8466, 0.8345, .8441, 0.8318,

0.8333, 0.8201, 0.8306, 0.8172, 0.7934, 0.7770, 0.7900, 0.7734,

0.8016, 0.7859, 0.7983, 0.7824, 0.7540, 0.7345, 0.7500, 0.7302

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

h2 � HFHWA h21, h22, h23, h24,h25􏼐 􏼑

� ∪
τ21∈h21,τ22∈h22,τ23∈h23,τ24∈h24,τ25∈h25,

1 − 1 − τ21( 􏼁
0.01

× 1 − τ22( 􏼁
0.21

× 1 − τ23( 􏼁
0.71

× 1 − τ24( 􏼁
0.03

× 1 − τ25( 􏼁
0.03

􏽮 􏽯

�

0.7914, 0.7896, 0.7888, 0.7870, 0.6002, 0.5967, 0.5953, 0.5918,

0.7587, 0.7566, 0.7558, 0.7536, 0.5375, 0.5335, 0.5319, 0.5278,

0.7899, 0.7881, 0.7874, 0.7855, 0.5974, 0.5939, 0.5925, 0.5889,

0.7570, 0.7549, 0.7541, 0.7519, 0.5343, 0.5303, 0.5286, 0.5245,

0.7885, 0.7867, 0.7859, 0.7840, 0.5946, 0.5911, 0.5896, 0.5861,

0.7553, 0.7532, 0.7523, 0.7502, 0.5311, 0.5270, 0.5253, 0.5212

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

h3 � HFHWA h31, h32, h33, h34,h35􏼐 􏼑

� ∪
τ31∈h31,τ32∈h32,τ33∈h33,τ34∈h34,τ35∈h35,

1 − 1 − τ31( 􏼁
0.02

× 1 − τ32( 􏼁
0.15

× 1 − τ33( 􏼁
0.43

× 1 − τ34( 􏼁
0.10

× 1 − τ35( 􏼁
0.29

􏽮 􏽯

�

0.4698, 0.4411, 0.4579, 0.4285, 0.4479, 0.4179, 0.4393, 0.4089,

0.4335, 0.4028, 0.4207, 0.3893, 0.4101, 0.3780, 0.4009, 0.3684,

0.4000, 0.3675, 0.3865, 0.3532, 0.3752, 0.3413, 0.3655, 0.3311,

0.4424, 0.4121, 0.4298, 0.3989, 0.4193, 0.3878, 0.4103, 0.3783,

0.4042, 0.3718, 0.3907, 0.3577, 0.3795, 0.3459, 0.3699, 0.3357,

0.3690, 0.3347, 0.3547, 0.3197, 0.3429, 0.3072, 0.3327, 0.2964,

0.4655, 0.4365, 0.4535, 0.4238, 0.4434, 0.4132, 0.4348, 0.4041,

0.4289, 0.3979, 0.4160, 0.3843, 0.4053, 0.3730, 0.3960, 0.3632,

0.3952, 0.3623, 0.3815, 0.3479, 0.3701, 0.3359, 0.3603, 0.3256,

0.4379, 0.4073, 0.4252, 0.3940, 0.4146, 0.3828, 0.4055, 0.3732,

0.3993, 0.3667, 0.3858, 0.3524, 0.3745, 0.3405, 0.3648, 0.3303,

0.3638, 0.3293, 0.3495, 0.3142, 0.3375, 0.3015, 0.3272, 0.2907

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

h4 � HFHWA h41, h42, h43, h44,h45􏼐 􏼑

� ∪
τ41∈h41,τ42∈h42,τ43∈h43,τ44∈h44,τ45∈h45,

1 − 1 − τ41( 􏼁
0.01

× 1 − τ42( 􏼁
0.09

× 1 − τ43( 􏼁
0.78

× 1 − τ44( 􏼁
0.06

× 1 − τ45( 􏼁
0.06

􏽮 􏽯

�

0.7889, 0.7800, 0.7800, 0.7706, 0.5687, 0.5503, 0.5503, 0.5312,

0.7834, 0.7742, 0.7742, 0.7646, 0.5573, 0.5385, 0.5385, 0.5189,

0.7790, 0.7696, 0.7696, 0.7598, 0.5484, 0.5292, 0.5292, 0.5092,

0.7875, 0.7784, 0.7784, 0.7690, 0.5657, 0.5472, 0.5472, 0.5280,

0.7819, 0.7726, 0.7726, 0.7630, 0.5543, 0.5353, 0.5353, 0.5156,

0.7775, 0.7680, 0.7680, 0.7582, 0.5452, 0.5259, 0.5259, 0.5058,

0.7866, 0.7775, 0.7775, 0.7681, 0.5639, 0.5454, 0.5454, 0.5261,

0.7810, 0.7717, 0.7717, 0.7620, 0.5524, 0.5334, 0.5334, 0.5136,

0.7766, 0.7671, 0.7671, 0.7572, 0.5434, 0.5240, 0.5240, 0.5038

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

h5 � HFHWA h51, h52, h53, h54,h55􏼐 􏼑

� ∪
τ51∈h51,τ52∈h52,τ53∈h53,τ54∈h54,τ55∈h55,

1 − 1 − τ51( 􏼁
0.04

× 1 − τ52( 􏼁
0.48

× 1 − τ53( 􏼁
0.35

× 1 − τ54( 􏼁
0.05

× 1 − τ55( 􏼁
0.08

􏽮 􏽯

�

0.6715, 0.6527, 0.6630, 0.6437, 0.6498, 0.6298, 0.6407, 0.6203,

0.6228, 0.6013, 0.6130, 0.5910, 0.5979, 0.5750, 0.5875, 0.5640,

0.6647, 0.6456, 0.6560, 0.6364, 0.6426, 0.6222, 0.6333, 0.6124,

0.6150, 0.5931, 0.6051, 0.5825, 0.5896, 0.5663, 0.5790, 0.5550

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

.

(11)
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(e comprehensive score of each part can be obtained
through score function formula (9), as shown in Table 11.

5. Result Analysis

5.1. Signal-to-Noise Ratio (SN) Analysis of Numerical Results.
SN proposed by Dr. Taguchi of Japan is an index to measure
the stability of product quality, which can be divided into the
SN with nominal-the-best (NTB), small-the-best (STB), and
large-the-best (LTB) characteristics according to the dif-
ferent optimal values. (e SN with NTB characteristics
means that the closer the SN is to the target value, the better
the stability of product quality. (e optimal score of surface
quality of the door inner panel is 1, so the result is analyzed
by the SN with NTB characteristics. Assume that the quality
characteristics of the research problems all conform to the
normal distribution N(μ, σ2); thus, the formula of SN is as
follows:

􏽥ϑ � 10lg
(1/n) Sm − Ve( 􏼁

Ve

, (12)

where Sm � (1/n)(􏽐
n
i�1yi)

2 and Ve � (1/n − 1)􏽐
n
i�1(yi− y)2.

By substituting the comprehensive score value of the parts in
Table 11 into formula 12, the SN with NTB characteristics of
surface quality of this batch of parts can be obtained, with the
calculation results shown in Table 12.

As shown in Table 12, the final calculation result of the
SN with NTB of the five door inner panel is ϑ � 12.069,
which is far away from the optimal value 1; thus, it can be
seen that the surface quality of this batch of parts is very
unstable.

5.2. Overall Situation of Surface Quality of the Door Inner
Panel. Part 1 with the highest score belongs to the advanced
finishing surface; part 2, part 4, and part 5 belong to the
higher finishing surface; and part 3 with the lowest score
belongs to unqualified parts. Using the method of estimating
population by samples, it can be judged that the overall
unqualified rate of these 100 parts is 20%, in which the
advanced finishing surface in all parts accounts for 20% of
the total, the higher finishing surface accounts for 60%, and
the unqualified rate is high, so comprehensive inspection
and repairs are required.

6. Conclusion

Based on the fuzzy theory, a complete set of surface quality
evaluation model for panels is established in this paper by

combining the analytic hierarchy process with the multi-
attribute evaluation. Two newmethods are proposed to solve
the subjective weight and objective weight, and HFHWA
operators are used for information aggregation to give the
algorithm. A hierarchical partition function of panel surface
quality is defined by combining with relevant standards.
Finally, taking the door inner panel as an example, the
surface defect information is analyzed and solved, which
validates the effectiveness and practicability of the model
and algorithm.

Data Availability

(e numerical example data used to support the findings of
this study are included within the article.

Conflicts of Interest

(e authors declare that they have no conflicts of interest.

Acknowledgments

(e authors acknowledge Science and Technology Research
Program of Jilin Provincial Education Department (grant
#:JJKH20190239SK) for supporting this study.

References

[1] C. Lai, X. Chen, X. Chen, Z. Wang, X. Wu, and S. Zhao, “A
fuzzy comprehensive evaluation model for flood risk based on
the combination weight of game theory,” Natural Hazards,
vol. 77, no. 2, pp. 1243–1259, 2015.

[2] L. Li, S. X. Ding, J. Qiu, Y. Yang, and Y. Zhang, “Weighted
fuzzy observer-based fault detection approach for discrete-
time nonlinear systems via piecewise-fuzzy lyapunov func-
tions,” IEEE Transactions on Fuzzy Systems, vol. 24, no. 6,
pp. 1320–1333, 2016.

[3] L. Mikhailov and P. Tsvetinov, “Evaluation of services using
a fuzzy analytic hierarchy process,” Applied Soft Computing,
vol. 5, no. 1, pp. 23–33, 2004.

[4] K. Rahman and S. Abdullah, “Generalized interval-valued
Pythagorean fuzzy aggregation operators and their applica-
tion to group decision-making,” Granular Computing, vol. 4,
no. 1, pp. 15–25, 2019.

[5] T. L. Satty, “Modeling unstructured decision problems-the
theory of analytical hierarchies,”Mathematics and Computers
in Simulation, vol. 20, no. 3, pp. 147–158, 1978.

[6] C. L. Hwang and K. Yoon, Multiple Attribute Decision
Making, Spring Verlag, Methods and Applications A State-of-
the-Art Survey, Berlin, Germany, 1981.

Table 11: Part comprehensive score.

s(h1) s(h2) s(h3) s(h4) s(h5)
0.8133 0.6662 0.3835 0.6548 0.6163

Table 12: SN calculation result.

y Sm Ve
􏽥ϑ

0.6268 1.9645 0.0241 0.6548

Mathematical Problems in Engineering 9



[7] M. Zeleny, Multiple Criteria Decision Making, McGraw-Hill,
Concepts, Techniques and Extensions, New York, NY, USA,
1982.

[8] L. A. Zadeh, “Fuzzy sets,” Information and Control, vol. 8,
no. 3, pp. 338–353, 1965.

[9] Z. S. Xu, Study on methods for multiple attribute decision
making under some situations, Department Economics and
Management, Southeast University, Nanjing, Jiangsu, China,
Ph.D. dissertation, 2003.

[10] P. Cheng and W. Liu, “Method of determining attributes
weights based on subjective preference in multi-attribute
group decision-making,” Control and Decision, vol. 25, no. 11,
pp. 1645–1650, 2010.

[11] J. Ma and X. X. Sun, “Sensitivity analysis on attribute weight
Ascertained by comparison method in multiple attribute
decision making,” Journal of Systems Engineering and Elec-
tronics, vol. 33, no. 3, pp. 585–589, 2011.

[12] G. D. Sun and X. Guan, “Research on hybrid multi-attribute
decision-making,” in Proceedings of the International Con-
ference on Cyber-Enabled Distributed Computing & Knowl-
edge Discovery, pp. 272–277, Chengdu, Sichuan, China,
October 2017.

[13] V. Torra, “Hesitant fuzzy sets,” International Journal of In-
telligent Systems, vol. 25, no. 6, pp. 529–539, 2010.

[14] M. Xia and Z. S. Xu, “Hesitant fuzzy information aggregation
in decision making,” International Journal of Approximate
Reasoning, vol. 52, no. 3, pp. 395–407, 2011.

[15] C. Fu and J. Zhao, “Hesitant fuzzy information aggregation in
decision making,” Systems Engineering, vol. 32, no. 4,
pp. 131–136, 2014.

[16] R. Joshi, “A newmulti-criteria decision-makingmethod based
on intuitionistic fuzzy information and its application to fault
detection in a machine,” Journal of Ambient Intelligence and
Humanized Computing, vol. 11, no. 2, pp. 739–753, 2020.

[17] L. Zhu, C. X. Zhu, and X. Z. Zhang, “Method for hesitant fuzzy
multi-attribute decision making based on rough sets,” Control
and Decision, vol. 29, no. 7, pp. 1335–1339, 2014.

[18] D. Liang and D. Liu, “A novel risk decision making based on
decision-theoretic rough sets under hesitant fuzzy in-
formation,” IEEE Transactions on Fuzzy Systems, vol. 23, no. 2,
pp. 237–247, 2015.

[19] C. Y. Wang, Hesitant fuzzy set and picture fuzzy set with their
application research, Department Applied Mathematics,
Hunan University, Changsha, Hunan, China, Ph.D. disser-
tation, 2015.

[20] R. Joshi, “A novel decision-making method using r-norm
concept and VIKOR approach under picture fuzzy envi-
ronment,” Experts Systems with Applications, vol. 147, Article
ID 113228, 2020.

[21] X. D. Liu, J.-J. Zhu, S. Zhang, and G.-D. Liu, “Hesitant fuzzy
multiple attribute decision making method based on opti-
mization of attribute weights,” Control and Decision, vol. 31,
no. 2, pp. 297–302, 2016.

[22] J. Liu, “Selection of cloud computing service provider based
on hesitant fuzzy group decision making model,” Computer
Engineering and Applications, vol. 54, no. 23, pp. 109–119,
2018.

[23] C. C. Li and L. Z. Liu, “New distance measures on hesitant
fuzzzy sets,” Fuzzy Systems and Mathematic, vol. 32, no. 1,
pp. 114–124, 2018.

[24] Y. He, Z. He, G. Wang, and H. Chen, “Hesitant fuzzy power
bonferroni means and their application to multiple attribute
decision making,” IEEE Transactions on Fuzzy Systems,
vol. 23, no. 5, pp. 1655–1668, 2015.

[25] D. Liang, Z. Xu, and D. Liu, “A new aggregation method-
based error analysis for decision-theoretic rough sets and its
application in hesitant fuzzy information systems,” IEEE
Transactions on Fuzzy Systems, vol. 25, no. 6, pp. 1685–1697,
2017.

[26] M. Lin, Q. Zhan, Z. Xu, and R. Chen, “Group decision-making
model with hesitant multiplicative preference relations based
on regressionmethod and feedbackmechanism,” IEEE Access,
vol. 6, pp. 61130–61150, 2018.

[27] H. Gao, G. Wei, and Y. Huang, “Dual hesitant bipolar fuzzy
hamacher prioritized aggregation operators in multiple at-
tribute decision making,” IEEE Access, vol. 6, pp. 11508–
11522, 2018.

[28] R. Joshi and S. Kumar, “A new approach in multiple attribute
decision making using exponential hesitant fuzzy entropy,”
International Journal of Information and Management Sci-
ences, vol. 30, no. 4, pp. 305–322, 2019.

[29] H. C. Liao,On theory andmethods of decision making based on
intuitionistic and hesitant fuzzy information, Department
Economics and Management, Shanghai Jiao Tong University,
Shanghai, China, Ph.D. dissertation, 2015.

[30] T. L. Satty, “How to make a decision: the analytic hierarchy
process,” European Journal of Operational Research, vol. 48,
no. 1, pp. 9–26, 1990.

[31] G. A. Miller, “(e magical number seven, plus or minus two:
some limits on our capacity for processing information,”
Psychological Review, vol. 101, no. 2, pp. 343–352, 1994.

10 Mathematical Problems in Engineering


