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In this paper, the finite-time bounded control problem for coupled parabolic PDE-ODE systems subject to time-varying boundary
disturbances and to time-invariant boundary disturbances is considered. First, the concept of finite-time boundedness is extended
to coupled parabolic PDE-ODE systems. A Neumann boundary feedback controller is then designed in terms of the state
variables. By applying the Lyapunov-like functional method, sufficient conditions which ensure the finite-time boundedness of
closed-loop systems in the presence of time-varying boundary disturbances and time-invariant boundary disturbances are
provided, respectively. Finally, the issues regarding the finite-time boundedness of coupled parabolic PDE-ODE systems are
converted into the feasibility of linear matrix inequalities (LMIs), and the effectiveness of the proposed results is validated with two
numerical simulations.

1. Introduction

Problems concerning coupled systems have been interesting
areas for long, exist in many control applications such as
thermoelastic coupling, electromagnetic coupling, me-
chanical coupling, and coupled chemical reactions, and
researchers have worked out fruitful results in these areas
[1, 2]. +e backstepping technique, which is originally used
for PDEs (partial differential equations) by Krstic and
Smyshlyaev [3], has been applied to design the boundary
feedback control law for first-order hyperbolic PDE-ODE
(ordinary differential equation) couple systems [4]. For the
boundary control problems of PDE-ODE cascades, where
the PDEs are either of parabolic type or of hyperbolic type
with Dirichlet interconnections, they have been extended to
interconnections of Neumann type in [5]. Furthermore, the
exponential stabilization of cascaded reaction-diffusion
PDE-ODE systems with Neumann interconnections has
been considered in [6], and the stabilization of a cascaded
heat-ODE system coupling at an intermediate point, which
is motivated by the thermoelastic coupling physics, has also
been investigated [7]. While in practical engineering

systems, external uncertain disturbances are often en-
countered problems which reduce the system quality. Much
attention has been dedicated in the past years for the control
of coupled PDE-ODE systems under the influence of ex-
ternal disturbances. For instance, the stabilization of the
cascaded ODE-Schrodinger systems with boundary control
matched disturbances has been studied in [8]. In addition,
the sliding mode control (SMC) is integrated with the
backstepping method to deal with the boundary feedback
stabilization of a cascaded heat PDE-ODE system with the
external boundary disturbance by Dirichlet/Neumann ac-
tuation [9]. However, all these achievements mentioned
above mainly consider the case within an infinite time in-
terval, and the finite-time control problem of coupled
parabolic PDE-ODE systems with disturbances at the
boundary control end is an inspiring area that is still wide
open.

+e concept of finite-time control can be dated back to
the 1950’s and appeared in the control literature in the West
during the 1960’s [10–12]. Given a bounded initial condi-
tion, a system is said to be finite-time stable if its state does
not move beyond a certain domain over a specified time
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interval [13–17]. Most of the existing studies on finite-time
stability mainly focused on different ordinary differential
equation (ODE)-based systems, such as linear continuous
systems [18, 19], nonlinear systems [20–23], discrete-time
systems [24, 25], and time-varying systems [26]. It should be
noted that few results related to the finite-time stability of
PDE-based systems have been achieved. In [27], the defi-
nition of finite-time stability has been extended to distrib-
uted parameter systems, and sufficient conditions in terms of
LMIs are given to achieve finite-time stability by state-
feedback controllers. Moreover, the finite-time stabilization
problem of distributed parameter systems with control
acting on a Dirichlet condition (DC) boundary is discussed
in [28]. With consideration of exogenous disturbances, the
definition of finite-time boundedness of linear systems has
been introduced by Amato et al. [29]. A system is said to be
finite-time bounded if, given a bound on the initial condition
and the set of disturbance inputs, its state does not exceed
the prescribed limit for all admissible inputs in the set. For
example, the finite-time stability and boundedness of linear
time-varying systems have been considered based on the
existence of Lyapunov-like functionals whose properties
differ significantly from those of classical Lyapunov func-
tions [30]. Subsequently, finite-time boundedness and sta-
bilization of a class of networked control systems (NCSs)
and switched linear systems with consideration of time delay
and time-varying exogenous disturbances have been in-
vestigated in [31, 32], respectively. Motivated by the above
discussions, the finite-time boundedness of coupled para-
bolic PDE-ODE systems subject to boundary disturbances
has not been reported in the literature yet, thereby inspiring
the main purpose of this research.

In this study, we consider the finite-time bounded
control problem for coupled parabolic PDE-ODE systems
subject to time-varying boundary disturbances and to time-
invariant boundary disturbances. Our main contribution is
to design a Neumann boundary feedback control law, and
sufficient conditions are provided such that the closed-loop
systems in the presence of time-varying boundary distur-
bances and time-invariant boundary disturbances are finite-
time bounded, respectively. First, the concept of finite-time
boundedness is extended to coupled parabolic PDE-ODE
systems.+eNeumann boundary feedback controller is then
derived in terms of matrix inequalities, which guarantee the
finite-time boundedness of the considered systems. Finally,
the proposed conditions are converted into the feasibility of
linear matrix inequalities (LMIs), and the availability of this
method is verified through numerical simulations.

+e remainder of this paper is presented as follows.
Section 2 states the problem formulations and some pre-
liminaries. Section 3 is devoted to the design of the Neu-
mann boundary feedback controller, and sufficient
conditions for the finite-time boundedness of closed-loop
parabolic PDE-ODE cascades are provided. Section 4 gives
two numerical examples to illustrate the effectiveness of our
results. Some concluding remarks are presented in Section 5.

Notation. Let Rn denote the n-dimensional real space,
R+ denote the set of nonnegative numbers, and Rn×n denote
the set of n × n real matrices. In addition, L2([0, 1]) stands

for the Hilbert space of square integrable functions defined
over [0, 1], and W1,2([0, 1]) denotes the Sobolev space of
absolutely continuous functions with square integrable first-
order derivatives defined over [0, 1]. P> 0(P< 0) denotes
the symmetric matrix P is positive definite (negative defi-
nite). λmax(P)(λmin(P)) represents the maximal (minimal)
eigenvalue of a matrix P. In×n means an n × n identity matrix.
+e symbol ∗ is the symmetry term in a symmetric matrix.

2. Problem Statement and Preliminaries

In this study, we consider the coupled PDE-ODE systems
with Neumann interconnection, which is of the vector form:

x(t)
.

� Ax(t) + Buξ(0, t),

ut(ξ, t) � Duξξ(ξ, t) + Gu(ξ, t),

u(0, t) � 0,

uξ(1, t) � U(t) + d(t),

ξ ∈ (0, 1), t ∈ [0, T],

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where x(t) ∈ Rn is the state vector of the ODE subsystem
and u(ξ, t) ∈ Rn is the state vector of the PDE subsystem.
U(t) is the control input to the entire system. A ∈ Rn×n and
B ∈ Rn×n satisfy that the system pair (A, B) is controllable.
D � diag di > 0􏼈 􏼉 is the diagonal matrix for all i � 1, 2, . . . n,
and G ∈ Rn×n is a real-valued square matrix. d(t) ∈ Rn is the
external disturbance at the control end, which is supposed to
be bounded. ut(ξ, t) is the first-order partial derivative with
respect to t, and uξξ(ξ, t) is the second-order partial de-
rivative with respect to ξ. +e initial values x(0) � x0 and
u(ξ, 0) � u0(ξ). +e whole system is depicted in Figure 1.

Remark 1. +e coupled PDE-ODE system (1) is composed
of a parabolic PDE and a linear ODE, which has rich physical
applications and is used to describe a widespread family of
problems in science such as thermoelastic coupling. +er-
moelastic coupling is an interesting phenomenon which has
been extensively applied in the community of micro-
mechanics and microengineering [2, 7]. For instance, a
simplified thermoelastic system can be modeled by a cascade
of a heat PDE and a linear ODE, where the state of PDE
subsystem represents the temperature of a rod and the state
of ODE subsystem describes the displacement of a me-
chanical oscillator which can be manipulated by a ther-
mostress related to the temperature of the rod [7].

+e Neumann boundary feedback controller in this
study is designed as follows:

Parabolic PDE

ODE

U (t) + d (t)

u (ξ, 0)

u (ξ, t)

x (0) x (t)

uξ (0, t)

Figure 1: Block diagram for the coupled parabolic PDE-ODE
system with Neumann interconnection.
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U(t) � K1x(t) + 􏽚
1

0
K2u(ξ, t)dξ, (2)

where K1 ∈ Rn×n and K2 ∈ Rn×n are two controller gain
matrices to be determined.

+e aim of this study is to design the Neumann boundary
feedback controller, and sufficient conditions for the finite-
time boundedness of the closed-loop parabolic PDE-ODE
couples with time-varying boundary disturbances and time-
invariant boundary disturbances are given in terms of matrix
inequalities. To obtain the solutions of the controller gains
K1 and K2 in equation (2), these sufficient conditions are
converted into the feasibility problem of linear matrix in-
equalities (LMIs).

Let 1≤p≤∞, and Lp([0, 1]) denotes the Hilbert space
of pthpower integrable scalar functions z(ξ, t) defined over
[0, 1] with the norm:

‖z(ξ, t)‖Lp � 􏽚
1

0
|z(ξ, t)|

pdξ􏼠 􏼡

(1/p)

, 1≤p<∞,

‖z(ξ, t)‖L∞ � esssupξ∈[0,1]|z(ξ, t)|, p �∞.

(3)

It should be pointed out that the definition of the Lp

norm of a scalar function z(ξ, t) can be extended to the
vector function u(ξ, t), which has been extensively applied
throughout this study.

For p � 2, and a positive definite diagonal matrix R, the
L2-norm of a vector function u(ξ, t) is defined as

‖u(ξ, t)‖L2 ,R � 􏽚
1

0
u

T
(ξ, t)Ru(ξ, t)dξ􏼠 􏼡

(1/2)

. (4)

Definition 1. Given positive constants c1, c2(c1 < c2), and T,
a positive definite diagonal matrix R, and a class of signals
W, if there exists a boundary feedback controller U(t), the
closed-loop system (1) is said to be finite-time bounded with
respect to (c1, c2, T, R, W), if

x
T
(0)Rx(0) +‖u(ξ, 0)‖

2
L2 ,R < c

2
1⟹x

T
(t)Rx(t)

+‖u(ξ, t)‖
2
L2 ,R < c

2
2, ∀t ∈ [0, T],

(5)

for all d(·) ∈W.

Remark 2. Note that the concept of finite-time boundedness
is induced from finite-time stability in the presence of ex-
ogenous disturbance inputs [30], which is quite different
from the idea of Lyapunov asymptotic stability [33].

Lemma 1 (see [34]). For a vector function
u(ξ) ∈W1,2([0, 1];Rn), if u(0) � 0 or u(1) � 0, for a sym-
metric positive definite matrix P ∈ Rn×n, the integral in-
equality holds:

􏽚
1

0
u

T
(ξ)Pu(ξ)dx≤

4
π2

􏽚
1

0
u

T
ξ (ξ)Puξ(ξ)dξ. (6)

3. Main Results

3.1. Finite-Time Boundedness of the Coupled Parabolic PDE-
0DE Systems Subject to Time-Varying Boundary Disturbances

Theorem 1. Consider the following class of signals:

W ≔ d(·)|d(·) ∈ L
2
([0, T]), 􏽚

T

0
d

T
(t)d(t)dt ≤w􏼨 􏼩, (7)

where L2([0, T]) is the set of square integrable vector valued
functions in [0, T] and w is a positive scalar. 7en, under the
boundary feedback controller U(t), system (1) is finite-time-
bounded with respect to (c1, c2, T, R, W), if, letting
􏽥P � R− (1/2)PR− (1/2), there exists a positive definite symmetric
matrix P, and the controller gain matrices are K1 and K2 and
positive scalars α, β, and c such that

Ξ1 P DK1 − P DK1

∗ Ξ2 − K
T
2 D

T
P

∗ ∗ −
π2

4
D

T
P + P D􏼐 􏼑 +

1
c

(DP)
T

DP

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (8)

D
T
P + P D> 0, (9)

λmax(
􏽥P)c

2
1 +(β + c)w

λmin(􏽥P)
< c

2
2e

− αT
, (10)

where

Ξ1 � P A + BK1( 􏼁 + A + BK1( 􏼁
T
P +

1
β

PBB
T
P − αP,

Ξ2 � P DK2 + G( 􏼁 + DK2 + G( 􏼁
T
P − αP.

(11)

Proof. We choose a Lyapunov functional as

V(t) � V1(t) + V2(t), (12)

where

V1(t) � x
T
(t)Px(t),

V2(t) � 􏽚
1

0
u

T
(ξ, t)Pu(ξ, t)dξ.

(13)

+e time derivative of V1(t) along the trajectory of
system (1) is given as

_V1(t) � x
T
(t)P _x(t) + _x

T
(t)Px(t)

� x
T
(t)PAx(t) + x

T
(t)PBuξ(0, t) + x

T
(t)A

T
Px(t)

+ u
T
ξ (0, t)B

T
Px(t).

(14)

Based on (1) and (2), we obtain that

uξ(0, t) � K1x(t) + d(t). (15)

Mathematical Problems in Engineering 3



+en, expression (14) can be written as

_V1(t) � x
T

(t)PAx(t) + x
T
(t)PBK1x(t) + x

T
(t)PB d(t) + x

T
(t)A

T
Px(t)

+ x
T
(t)K

T
1 B

T
Px(t) + d(t)

T
B

T
Px(t)

� x
T

(t) P A + BK1( 􏼁 + A + BK1( 􏼁
T
P􏽨 􏽩x(t) + x

T
(t)PB d(t) + d

T
(t)B

T
Px(t)

� x
T

(t) P A + BK1( 􏼁 + A + BK1( 􏼁
T
P +

1
β

PBB
T
P􏼢 􏼣x(t) + βd

T
(t)d(t)

−

��

β
􏽱

d(t) −
1
��
β

􏽰 B
T
Px(t)􏼠 􏼡

T ��

β
􏽱

d(t) −
1
��
β

􏽰 B
T
Px(t)􏼠 􏼡

≤ x
T
(t) P A + BK1( 􏼁 + A + BK1( 􏼁

T
P +

1
β

PBB
T
P􏼢 􏼣x(t) + βd

T
(t)d(t).

(16)

Subsequently, the time derivative of V2(t) along the
trajectory of system (1) is presented as

_V2(t) � 􏽚
1

0
u

T
(ξ, t)Put(ξ, t)dξ + 􏽚

1

0
u

T
t (ξ, t)Pu(ξ, t)dξ

� 􏽚
1

0
u

T
(ξ, t)P Duξξ(ξ, t)dξ + 􏽚

1

0
u

T
ξξ(ξ, t)D

T
Pu(ξ, t)dξ + 􏽚

1

0
u

T
(ξ, t) PG + G

T
P􏼐 􏼑u(ξ, t)dξ.

(17)

Applying the integration by parts, and the fact that
u(0, t) � 0, expression (17) can be written as

_V2(t) � 􏽚
1

0
u

T
(1, t)P DK1x(t)dξ + 􏽚

1

0
u

T
(1, t)P DK2u(ξ, t)dξ + 􏽚

1

0
x

T
(t)K

T
1 D

T
Pu(1, t)dξ

+ 􏽚
1

0
u(ξ, t)

T
K

T
2 D

T
Pu(1, t)dξ + 􏽚

1

0
u

T
(1, t)P Dd(t)dξ + 􏽚

1

0
d

T
(t)D

T
Pu(1, t)dξ

+ 􏽚
1

0
u

T
(ξ, t) PG + G

T
P􏼐 􏼑u(ξ, t)dξ − 􏽚

1

0
u

T
ξ (ξ, t) D

T
P + P D􏼐 􏼑uξ(ξ, t)dξ.

(18)

Let u(ξ, t) � u(ξ, t) − u(1, t), it can be easily obtained
that

uξ(ξ, t) � uξ(ξ, t). (19)

+en, we have
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_V2(t) � 􏽚
1

0
u

T
(ξ, t) P DK2 + G( 􏼁 + DK2 + G( 􏼁

T
P􏽨 􏽩u(ξ, t)dξ − 􏽚

1

0
u

T
(ξ, t)P DK1x(t)dξ

− 􏽚
1

0
x

T
(t)K

T
1 D

T
Pu(ξ, t)dξ + 􏽚

1

0
u

T
(ξ, t)P DK1x(t)dξ

+ 􏽚
1

0
x

T
(t)K

T
1 D

T
Pu(ξ, t)dξ − 􏽚

1

0
u

T
(ξ, t)P Dd(t)dξ

− 􏽚
1

0
d

T
(t)D

T
Pu(ξ, t)dξ − 􏽚

1

0
u

T
(ξ, t)P DK2u(ξ, t)dξ

− 􏽚
1

0
u(ξ, t)

T
K

T
2 D

T
Pu(ξ, t)dξ − 􏽚

1

0
u

T
ξ (ξ, t) D

T
P + P D􏼐 􏼑uξ(ξ, t)dξ.

(20)

Assuming that DTP + P D> 0, and from Lemma 1,
equation (20) can be represented as

V2
.

(t)≤ 􏽚
1

0
u

T
(ξ, t) P DK2 + G( 􏼁 + DK2 + G( 􏼁

T
P􏽨 􏽩u(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P DK1x(t)dξ − 􏽚

1

0
x

T
(t)K

T
1 D

T
Pu(ξ, t)dξ

+ 􏽚
1

0
u

T
(ξ, t)P DK1x(t)dξ + 􏽚

1

0
x

T
(t)K

T
1 D

T
Pu(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P Dd(t)dξ − 􏽚

1

0
d

T
(t)D

T
Pu(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P DK2u(ξ, t)dξ − 􏽚

1

0
u(ξ, t)

T
K

T
2 D

T
Pu(ξ, t)dξ

−
π2

4
􏽚
1

0
u

T
(ξ, t) D

T
P + P D􏼐 􏼑u(ξ, t)dξ.

(21)

+en,

_V2(t)≤ 􏽚
1

0
u

T
(ξ, t) P DK2 + G( 􏼁 + DK2 + G( 􏼁

T
P􏽨 􏽩u(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P DK1x(t)dξ − 􏽚

1

0
x

T
(t)K

T
1 D

T
Pu(ξ, t)dξ

+ 􏽚
1

0
u

T
(ξ, t)P DK1x(t)dξ + 􏽚

1

0
x

T
(t)K

T
1 D

T
Pu(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P DK2u(ξ, t)dξ − 􏽚

1

0
u(ξ, t)

T
K

T
2 D

T
Pu(ξ, t)dξ

+ 􏽚
1

0
u

T
(ξ, t) −

π2

4
D

T
P + P D􏼐 􏼑 +

1
c

(DP)
T
DP􏼢 􏼣u(ξ, t)dξ

− 􏽚
1

0

�
c

√
d(t) −

1
�
c

√ DPu(ξ, t)􏼠 􏼡

T
�
c

√
d(t) −

1
�
c

√ DPu(ξ, t)􏼠 􏼡dξ + cd
T
(t)d(t).

(22)
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Combining (16) and (22), we have

_V(t) − αV(t)

≤ 􏽚
1

0

XT(t)

uT(ξ, t)

uT(ξ, t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

Ξ1 P DK1 − P DK1

∗ Ξ2 − K
T
2 D

T
P

∗ ∗ −
π2

4
D

T
P + P D􏼐 􏼑 +

1
c

(DP)
T
DP

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

X
T
(t)

u
T
(ξ, t)

u
T
(ξ, t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
dξ

+(β + c)d
T
(t)d(t),

(23)

where

Ξ1 � P A + BK1( 􏼁 + A + BK1( 􏼁
T
P +

1
β

PBB
T
P − αP􏼢 􏼣,

Ξ2 � P DK2 + G( 􏼁 + DK2 + G( 􏼁
T
P − αP.

(24)

In view of conditions (8) and (9), we found that

_V(t) − αV(t)<(β + c)d
T
(t)d(t). (25)

Multiplying both the left side and right side of inequality
(25) by a strictly positive function e− αt, we obtain

e
− αt

[ _V(t) − αV(t)] �
d
dt

e
− αt

V(t)􏽨 􏽩

< e
− αt

(β + c)d
T

(t)d(t)

≤ (β + c)d
T
(t)d(t).

(26)

Integrating both sides of the inequality (26) from 0 to t, it
gives

e
− αt

V(t) − V(0)< 􏽚
T

0
(β + c)d

T
(t)d(t)dt

≤ (β + c)w.

(27)

+en, inequality (27) is represented as

V(t) < e
αt

[V(0) +(β + c)w]. (28)

Making 􏽥P � R− (1/2)PR− (1/2), we have

λmin(􏽥P) x
T

(t)Rx(t) + 􏽚
1

0
u

T
(ξ, t)Ru(ξ, t)dξ􏼢 􏼣

≤x
T
(t)Px(t) + 􏽚

1

0
u

T
(ξ, t)Pu(ξ, t)dξ < e

αt
[V(0) +(β + c)w],

x
T

(0)Px(0) + 􏽚
1

0
u

T
(ξ, 0)Pu(ξ, 0)dξ

≤ λmax(
􏽥P) x

T
(0)Rx(0) +‖u(ξ, 0)‖

2
L2 ,R􏼐 􏼑.

(29)

It is known that

x
T
(t)Rx(t) +‖u(ξ, t‖

2
L2 ,R

<
e
αt λmax(􏽥P) x

T
(0)Rx(0) +‖u(ξ, 0)‖

2
L2 ,R􏼐 􏼑 +(β + c)w􏽨 􏽩

λmin(􏽥P)
.

(30)

From condition (10), we get the conclusion

x
T
(t)Rx(t) +‖u(ξ, t)‖

2
L2 ,R < c

2
2. (31)

+e proof is completed. □

Corollary 1. 7e finite-time boundedness problem from
7eorem 1 is solvable if there exists a positive definite sym-
metric matrix S, the matrices L1 and L2, and positive scalars β,
c, and λ1. By fixing a nonnegative scalar α, the following LMIs
hold:

Φ1 DL1 − DL1 B 0

∗ Φ2 − L
T
2 D

T 0 0

∗ ∗ −
π2

4
SD

T
+ DS􏼐 􏼑 0 D

∗ ∗ ∗ − βI 0

∗ ∗ ∗ ∗ − cI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (32)

SD
T

+ DS > 0, (33)

S − R
− 1 < 0, (34)

− S R
− (1/2)

∗ − λ1I
⎡⎣ ⎤⎦< 0, (35)
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λ1c
2
1 +(β + c)w< c

2
2e

− αT
, (36)

where
Φ1 � AS + SA

T
+ BL1 + L

T
1 B

T
− αS,

Φ2 � GS + SG
T

+ DL2 + L
T
2 D

T
− αS.

(37)

Proof. Let S � P− 1, pre- and postmultiply (8) by S. Set L1 �

K1S and L2 � K2S. Condition (32) is equivalent to condition
(8) holding by Schur implement. In addition, condition (33)
can be transformed to (9) with S � P− 1.

Making 􏽥P � R− (1/2)PR− (1/2), and by imposing the
condition

I< 􏽥P< λ1I, (38)

where λ1 is a positive scalar, we have

λ− 1
1 R

− 1 < S<R
− 1

, (39)

which is equivalent to (34) and (35) hold.
In this case, the matrix P � S− 1, and the boundary

feedback controller gains are K1 � L1S
− 1 and K2 � L2S

− 1.
+e proof is completed. □

3.2. Finite-Time Boundedness of the Coupled Parabolic PDE-
ODE Systems Subject to Time-Invariant Boundary
Disturbances. In this section, we consider the special case
relative to the previous criterion, namely, the finite-time
bounded control of the coupled parabolic PDE-ODE sys-
tems subject to time-invariant boundary disturbances. +e
essential difference between the previous criterion and the
present one is that the conservatism of the derived criterion
can be reduced in the presence of unknown time-invariant
boundary disturbances other than time-varying boundary
disturbances.

Theorem 2. Consider the following class of signals

W ≔ d
T
d≤w, w> 0􏽮 􏽯. (40)

7en, under the boundary feedback controller U(t),
system (1) is finite-time-bounded with respect to
(c1, c2, T, R, W), if, letting 􏽥P � R− (1/2)PR− (1/2), there exist
two positive definite symmetric matrices P and Q, the con-
troller gain matrices K1 and K2, and a positive scalar α such
that

Ξ1 P DK1 − P DK1 PB

∗ Ξ2 − K
T
2 D

T
P 0

∗ ∗ −
π2

4
D

T
P + P D􏼐 􏼑 − P D

∗ ∗ ∗ − αQ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (41)

D
T
P + P D> 0, (42)

λmax(
􏽥P)c

2
1 + λmax(Q)w

λmin(􏽥P)
< c

2
2e

− αT
, (43)

where

Ξ1 � P A + BK1( 􏼁 + A + BK1( 􏼁
T
P − αP,

Ξ2 � P DK2 + G( 􏼁 + DK2 + G( 􏼁
T
P − αP.

(44)

Proof. We choose the Lyapunov functional as

V(t) � V1 + V2 + V3, (45)

where

V1 � x
T
(t)Px(t),

V2 � 􏽚
1

0
u

T
(ξ, t)Pu(ξ, t)dξ,

V3 � d
T
Q d.

(46)

+e time derivative of V1, V2, and V3 along the trajectory
of system (1) is given as follows:

_V1(t) � x
T
(t)P _x(t) + _x

T
(t)Px(t)

� x
T
(t)PAx(t) + x

T
(t)PBuξ(0, t)

+ x
T
(t)A

T
Px(t) + u

T
ξ (0, t)B

T
Px(t).

(47)

Based on (1) and (2), we obtain that

uξ(0, t) � K1x(t) + d. (48)

Expression (47) can be represented as

_V1 � x
T
(t)PAx(t) + x

T
(t)PBK1x(t)

+ x
T
(t)PB d + x

T
(t)A

T
Px(t)

+ x
T
(t)K

T
1 B

T
Px(t) + d

T
B

T
Px(t)

� x
T
(t) P A + BK1( 􏼁 + A + BK1( 􏼁

T
P􏽨 􏽩x(t)

+ x
T
(t)PB d + d

T
B

T
Px(t).

(49)

+en,

_V2(t) � 􏽚
1

0
u

T
(ξ, t)Put(ξ, t)dξ + 􏽚

1

0
u

T
t (ξ, t)Pu(ξ, t)dξ

� 􏽚
1

0
u

T
(ξ, t)P Duξξ(ξ, t)dξ

+ 􏽚
1

0
u

T
ξξ(ξ, t)D

T
Pu(ξ, t)dξ

+ 􏽚
1

0
u

T
(ξ, t) PG + G

T
P􏼐 􏼑u(ξ, t)dξ.

(50)

Note that u(0, t) � 0, and by using integration by parts,
expression (50) can be written as
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V2
.

(t) � 􏽚
1

0
u

T
(1, t)P DK1x(t)dξ + 􏽚

1

0
u

T
(1, t)P DK2u(ξ, t)dξ

+ 􏽚
1

0
x

T
(t)K

T
1 D

T
Pu(1, t)dξ

+ 􏽚
1

0
u(ξ, t)

T
K

T
2 D

T
Pu(1, t)dξ + 􏽚

1

0
u

T
(1, t)P Dddξ + 􏽚

1

0
d

T
D

T
Pu(1, t)dξ

+ 􏽚
1

0
u

T
(ξ, t) PG + G

T
P􏼐 􏼑u(ξ, t)dξ − 􏽚

1

0
u

T
ξ (ξ, t) D

T
P + P D􏼐 􏼑uξ(ξ, t)dξ.

(51)

Let u(ξ, t) � u(ξ, t) − u(1, t), and from equation (19), we
found that

_V2(t) � 􏽚
1

0
u

T
(ξ, t) P DK2 + G( 􏼁 + DK2 + G( 􏼁

T
P􏽨 􏽩u(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P DK1x(t)dξ − 􏽚

1

0
x

T
(t)K

T
1 D

T
Pu(ξ, t)dξ

+ 􏽚
1

0
u

T
(ξ, t)P DK1x(t)dξ + 􏽚

1

0
x

T
(t)K

T
1 D

T
Pu(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P Dddξ − 􏽚

1

0
d

T
D

T
Pu(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P DK2u(ξ, t)dξ − 􏽚

1

0
u(ξ, t)

T
K

T
2 D

T
Pu(ξ, t)dξ

− 􏽚
1

0
u

T
ξ (ξ, t) D

T
P + P D􏼐 􏼑uξ(ξ, t)dξ.

(52)

Assuming that DTP + P D> 0, the following inequality is
obtained by Lemma 1:

_V2(t)≤ 􏽚
1

0
u

T
(ξ, t) P DK2 + G( 􏼁 + DK2 + G( 􏼁

T
P􏽨 􏽩u(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P DK1x(t)dξ − 􏽚

1

0
x

T
(t)K

T
1 D

T
Pu(ξ, t)dξ

+ 􏽚
1

0
u

T
(ξ, t)P DK1x(t)dξ + 􏽚

1

0
x

T
(t)K

T
1 D

T
Pu(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P Dddξ − 􏽚

1

0
d

T
D

T
Pu(ξ, t)dξ

− 􏽚
1

0
u

T
(ξ, t)P DK2u(ξ, t)dξ − 􏽚

1

0
u(ξ, t)

T
K

T
2 D

T
Pu(ξ, t)dξ

−
π2

4
􏽚
1

0
u

T
(ξ, t) D

T
P + P D􏼐 􏼑u(ξ, t)dξ.

(53)
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Combining (49) and (53), and the fact that _V3 � 0, we
obtain

_V(t) − αV(t)≤ 􏽚
1

0

XT(t)

uT(ξ, t)

uT(ξ, t)

d

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

Ξ1 P DK1 − P DK1 PB

∗ Ξ2 − K
T
2 D

T
P 0

∗ ∗ −
π2

4
D

T
P + P D􏼐 􏼑 − P D

∗ ∗ ∗ − αQ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

X
T
(t)

u
T
(ξ, t)

u
T
(ξ, t)

d

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

dξ, (54)

where

Ξ1 � P A + BK1( 􏼁 + A + BK1( 􏼁
T
P − αP,

Ξ2 � P DK2 + G( 􏼁 + DK2 + G( 􏼁
T
P − αP.

(55)

In view of (41) and (42), we get
_V(t) − αV(t)< 0. (56)

Multiplying both the left side and right side of inequality
(56) by e− αt and integrating (56) we have

V(t)< e
αt

V(0). (57)

Making 􏽥P � R− (1/2)PR− (1/2), we obtain

λmin(􏽥P) x
T
(t)Rx(t) + 􏽚

1

0
u

T
(ξ, t)Ru(ξ, t)dξ􏼢 􏼣

≤x
T
(t)Px(t) + 􏽚

1

0
u

T
(ξ, t)Pu(ξ, t)dξ + d

T
Q d< e

αt
V(0),

x
T
(0)Px(0) + 􏽚

1

0
u

T
(ξ, 0)Pu(ξ, 0)dξ + d

T
Q d

≤ λmax(
􏽥P) x

T
(0)Rx(0) + 􏽚

1

0
u

T
(ξ, 0)Ru(ξ, 0)dξ􏼢 􏼣

+ λmax(Q)d
T

d≤ λmax(
􏽥P) x

T
(0)Rx(0) +‖u(ξ, 0)‖

2
L2 ,R􏼐 􏼑

+ λmax(Q)w.

(58)

It is known that

x
T
(t)Rx(t) +‖u(ξ, t)‖

2
L2 ,R

<
e
αt λmax(

􏽥P) x
T

(0)Rx(0) +‖u(ξ, 0)‖
2
L2 ,R􏼐 􏼑 + λmax(Q)w􏽨 􏽩

λmin(􏽥P)
.

(59)

From condition (43), we get the conclusion

x
T
(t)Rx(t) +‖u(ξ, t)‖

2
L2 ,R < c

2
2. (60)

+e proof is completed. □

Corollary 2. 7e finite-time boundedness problem from
7eorem 2 is solvable if there exists a positive definite

symmetric matrix S, the matrices L1 and L2, and positive
scalars λ1 and λ2. By fixing a nonnegative scalar α, the fol-
lowing LMIs satisfy:

Φ1 DL1 − DL1 BS

∗ Φ2 − L
T
2 D

T 0

∗ ∗ −
π2

4
SD

T
+ DS􏼐 􏼑 − DS

∗ ∗ ∗ − αQ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (61)

SD
T

+ DS > 0, (62)

S − R
− 1 < 0, (63)

− S R
− (1/2)

∗ − λ1I
⎡⎣ ⎤⎦< 0, (64)

Q< λ2I, (65)

λ1c
2
1 + λ2w< c

2
2e

− αT
,(66)

where

Φ1 � AS + SA
T

+ BL1 + L
T
1 B

T
− αS,

Φ2 � GS + SG
T

+ DL2 + L
T
2 D

T
− αS.

(67)

Proof. Let S � P− 1, pre and postmultiply (41) by S. Set L1 �

K1S and L2 � K2S. Condition (61) is equivalent to that (41)
holds. Condition (62) can be transformed to (42) with
S � P− 1.

Making 􏽥P � R− (1/2)PR− (1/2) and by imposing the
conditions

I< 􏽥P< λ1I,

Q< λ2I,
(68)

where λ1 and λ2 are positive scalars, we have
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λ− 1
1 R

− 1 < S<R
− 1

, (69)

which is equivalent to (63) and (64) hold, and condition (43)
is equivalent to

λ1c
2
1 + λ2w< c

2
2e

− αT
. (70)

In this case, the matrix P � S− 1, and the boundary
feedback controller gains are K1 � L1S

− 1 and K2 � L2S
− 1.

+e proof is completed. □
4. Results of Simulation

+e relevant parameters of the coupled parabolic PDE-ODE
system (1) are listed below:

x(t)
.

�
1 0

− 0.5 0.2
􏼢 􏼣x(t) +

0.8 0.5

− 0.4 0.8
􏼢 􏼣uξ(0, t),

ut(ξ, t) �
0.1 0

0 0.1
􏼢 􏼣uξξ(ξ, t) +

1 0.5

− 0.5 1.2
􏼢 􏼣u(ξ, t),

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(71)

where

x(t) �
x1(t)

x2(t)
􏼢 􏼣,

u(ξ, t) �
u1(ξ, t)

u2(ξ, t)
􏼢 􏼣.

(72)

+e initial values satisfy

x(0) �
2.2

2
􏼢 􏼣,

u(ξ, 0) �
0.5 cos(πξ) + 0.5 sin(πξ)

0.5 sin(πξ)
􏼢 􏼣,

(73)

and the boundary control conditions are
u(0, t) � 0,

uξ(1, t) � U(t) + d(t).
(74)

Example 1. Finite-time boundedness of the coupled para-
bolic PDE-ODE systems with time-varying boundary
disturbances.

For given c1 � 3.2, c2 � 23, T � 1, R � I, w � 1, and
d(t) � [cos(5t), sin(5t)]T. Fixing α � 2.5, we get feasible
solutions from the corresponding linear matrix inequalities
in Corollary 1.

We obtain that λ1 � 4.0499, β � 0.8174, and c � 0.9475,
and the corresponding matrices are

P �
1.0096 − 0.0071

∗ 1.0093
􏼢 􏼣,

K1 �
− 3.2881 0.0080

− 0.0115 − 3.2810
􏼢 􏼣,

K2 �
− 1.7137 − 0.0193

− 0.0150 − 1.2776
􏼢 􏼣.

(75)

+e designed Neumann boundary feedback controller
U(t) is given as

U(t) �
− 3.2881 0.0080

− 0.0115 − 3.2810
􏼢 􏼣x(t)

+ 􏽚
1

0

− 1.7137 − 0.0193

− 0.0150 − 1.2776
􏼢 􏼣u(ξ, t)dξ.

(76)

As a result, system (1) in the presence of time-varying
boundary disturbance is finite-time-bounded with respect to
c1 � 3.2, c2 � 23, T � 1, R � I, and w � 1 for the existence of
the Neumann boundary feedback controller (76). To illus-
trate the availability of the designed boundary controller, the
open-loop responses of x(t) and u(ξ, t) with time-varying
boundary disturbance d(t) are shown in Figure 2, and the
trajectories of x(t) and u(ξ, t) along with the Neumann
boundary feedback controller (76) are then shown in
Figure 3.

Example 2. Finite-time boundedness of the coupled para-
bolic PDE-ODE systems with time-invariant boundary
disturbances.

In order to illustrate that the proposed method in
+eorem 2 is less conservative than+eorem 1, the values c1,
c2, R, T, and w are selected as the same as in Example 1.
Fixing α � 2.5, we get feasible solutions from the corre-
sponding linear matrix inequalities in Corollary 2.

We found that λ1 � 4.1624 and λ2 � 0.6768, and the
corresponding matrices

P �
1.0196 0.0002

∗ 1.0200
􏼢 􏼣,

Q �
0.4038 0.0084

∗ 0.4056
􏼢 􏼣,

K1 �
− 1.6008 − 0.3182

0.0714 − 1.5605
􏼢 􏼣,

K2 �
− 0.9068 − 0.0184

− 0.0216 − 1.0824
􏼢 􏼣.

(77)

+e designed Neumann boundary feedback controller
U(t) is given by

U(t) �
− 1.6008 − 0.3182

0.0714 − 1.5605
􏼢 􏼣x(t)

+ 􏽚
1

0

− 0.9068 − 0.0184

− 0.0216 − 1.0824
􏼢 􏼣u(ξ, t)dξ.

(78)

+erefore, system (1) in the presence of time-invariant
boundary disturbance is finite-time-bounded with respect to
(c1 � 3.2, c2 � 23, T � 1, R � I, and w � 1) under the
Neumann boundary feedback controller (78). +e trajec-
tories of x(t) and u(ξ, t) along with the Neumann boundary
feedback controller (78) are then shown in Figure 4.

+e simulation results of the two examples show that the
smaller controller gains K1 and K2 are obtained in Example
2 to ensure the finite-time boundedness of system (1), which
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Figure 2: Open-loop responses of x(t) and u(ξ, t) with time-varying boundary disturbance.
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Figure 3: Closed-loop responses of x(t) and u(ξ, t) with time-varying boundary disturbance.
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imply that +eorem 2 can get a less conservative result than
+eorem 1 in the presence of time-invariant boundary
disturbances.

5. Summary

+e finite-time-bounded control problem for coupled par-
abolic PDE-ODE systems with external disturbances at the
Neumann boundary control end is discussed in this paper.
First, a Neumann boundary feedback controller is designed,
and by using Lyapunov-like function method and scaling
technique of inequalities, we then show how to obtain
sufficient conditions for finite-time boundedness of the
closed-loop parabolic PDE-ODE couples with time-varying
boundary disturbances and time-invariant boundary dis-
turbances, respectively. +e proposed design conditions are
turned to feasibility problems of linear matrix inequalities
(LMIs) and we end up with some numerical simulations
validating the results.
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