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To evaluate objects under uncertainty, many fuzzy frameworks have been designed and investigated so far. Among them, the
frame of picture fuzzy set (PFS) is of considerable significance which can describe the four possible aspects of expert’s opinion
using a degree of membership (DM), degree of nonmembership (DNM), degree of abstinence (DA), and degree of refusal (DR) in
a certain range. Aggregation of information is always challenging especially when the input arguments are interrelated. To deal
with such cases, the goal of this study is to develop the notion of the Maclaurin symmetric mean (MSM) operator as it aggregates
information under uncertain environments and considers the relationship of the input arguments, which make it unique. In this
paper, we studied the theory of MSM operators in the layout of PFSs and discussed their applications in the selection of the most
suitable enterprise resource management (ERP) scheme for engineering purposes. We developed picture fuzzy MSM (PFMSM)
operators and investigated their validity. We developed the multiattribute decision-making (MADM) algorithm based on the
PFMSM operators to examine the performance of the ERP systems using picture fuzzy information. A numerical example to
evaluate the performance of ERP systems is studied, and the effects of the associated parameters are discussed. (e proposed
aggregated results using PFMSM operators are found to be reliable as it takes into account the interrelationship of the input
information, unlike traditional aggregation operators. A comparative study of the proposed PFMSM operators is also studied.

1. Introduction

Expert opinion under uncertain situation is a challenging
task, and fuzzy set (FS) [1] developed by Zadeh is a useful
tool to express the DM of elements. Later, the notion of FS
was equipped by the DNM, and the frame of intuitionistic FS
(IFS) was developed by Atanassov [2].(e frame of IFS was a
flexible approach and has been utilized on a large account in
the various real-life phenomena. (e frame of IFS was
strengthened by Yager [3, 4] as he introduces the notion of
Pythagorean FS (PyFS) and q-rung orthopair FS (qROFS) by
giving some flexibility in assigning the DM and the DNM.
(e frame of IFS, PyFS, and qROFS is based on the DM and
the DNM only that accounts for describing two aspects of
human opinion. It was suggested by Cuong and Kreinovich
[5] who claim that the notion of IFS cannot describe the
human perception properly as a human opinion have two

more aspects known as DA and DR alongside the DM and
the DNM and introduce the idea of PFS. Hence, expressing
the human opinion using IFS, PyFS, and qROFS leads to loss
of information in the absence of the DA and DR while the
frame of PFS covered that possibly lost information shows
the supremacy of PFS over the IFS, PyFS, and qROFS. From
the application point of view, FS and its extension have some
useful roles in parametric analysis and some differential
equations as well [6, 7].

Aggregation of information is one of the challenging
tasks in uncertain environments, and several aggregation
operators (AOs) have been introduced in various fuzzy
settings. Averaging and geometric AOs [8, 9] based on al-
gebraic t-norms (t-conorms) provide the aggregation of
information and consider their weights into consideration.
Einstein AOs [10, 11] are also used in the aggregation of
information based on Einstein t-norm (t-conorm) and
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consider the weights of input information in the aggregation
process. Dombi t-norms-based Dombi AOs [12–14] also
handle uncertain information by taking into account their
weights. By considering the prioritization among the input
information, many prioritized AOs [15–17] have been
studied for practical use in many fuzzy frameworks. Among
the discussion of AOs, the theory of Hamacher AOs [18, 19]
is also a prominent one, based on the Hamacher t-norm (t-
conorm), that takes the weight of the input arguments into
account in aggregation steps. All the AOs discussed so far
only aggregate the information and took only the weights
into account. None of them consider the interrelationship of
the input information. Due to this, some other types of
aggregation operators are being developed including
Heronian mean (HM) operators [20, 21], Bonferroni mean
(BM) operators [22], hammy mean operators [23], power
AOs [24], and MSM operators [25] which somehow relate
the input information during the aggregation process. For
some other significant work on MADM and aggregation
theory, we refer to [26, 27].

MSM operators are among the widely studied topic in
the theory of aggregation. Maclaurin [28] gave the idea of
MSM operators for the first time and was popularized by
DeTemple and Robertson [29].(emain feature of theMSM
operator is that it takes into account the interrelationship of
more than two input arguments at a time unlike BM op-
erators and other traditional AOs, and hence the infor-
mation fusion due to MSM operators is more robust and
flexible. Intuitionistic fuzzy MSM (IFMSM) operators were
proposed by Qin and Liu [30] while partitioned MSM op-
erators for MADM purposes in the frame of IFSs have been
studied by Liu et al. [31]. A study of Pythagorean fuzzy MSM
(PyFMSM) operators and their application in the com-
mercialization of the technology was investigated by Wei
and Lu [32] while Yang and Pang [33] revisited PyFMSM
operators by developing interactive PyFMSM operators for
MADM purposes. Wei et al. [34] developed some q-rung
orthopair fuzzy MSM (QROFMSM) operators for the
evaluation of ERP systems using the MADM approach. Liu
et al. [35] proposed power QROFMSMoperators bymerging
power AO with QROFMSM operators for decision-making
approaches. Wang et al. [36] extended the notion of
QROFMSM operators to the frame of interval-valued
qROFSs by expressing the DM and the DNM using a closed
subinterval of [0, 1]. (e MSM operators in hesitant fuzzy
settings were proposed by Qin et al. [37] while the MSM
operators for linguistic variables in the intuitionistic fuzzy
layout were discussed by Liu and Qin [38]. For some other
useful work on the theory and applications of MSM oper-
ators, one can refer to [39–41].

(e ability of PFS of describing uncertain information
using DM, DNM, DA, and DR signifies its importance in
dealing with the problems of MADM, pattern recognition,
clustering, and medical diagnosis. Further, it has been no-
ticed that the traditional aggregation operators only give us
aggregation of information but do not correlate the input
information and hence lost credibility to some extent. MSM
operators overcome this disadvantage of the traditional
aggregation operators by correlating the input information.

By keeping in mind, the diverse structure of PFSs where four
aspects of uncertain information can be described that re-
duces the chances of information loss and the significance of
MSM operators, our aim in this paper is to develop the
notion of MSM operators for PFSs. (e newly developed
PFMSM operators can aggregate uncertain information by
considering the relationship of more than two input argu-
ments at a time.(is type of AOs provides us robustness and
flexibility and reduces information loss. (e main contri-
butions of this paper are summarized as follows:

(1) (e notion of the MSM operator is introduced in the
frame of PFSs to describe the four possible aspects of
human opinion under uncertainty

(2) (e superiority of the proposed MSM operators is
shown using some remarks and using a comparative
study of proposed and previous approaches

(3) (e significance of the PFMSM operators is shown
using a MADM problem numerically by discussing
the performance of ERP systems.

(e manuscript is designed such that Section 1 sum-
marizes a history of different AOs and their drawbacks and
the significance of the newly developed PFMSM operators.
In Section 2, some basic definitions are recalled. In Section 3,
we developed the theory of the PFMSM operator and picture
fuzzy weighted MSM (PFWMSM) operator. In Section 4, we
proposed a picture fuzzy dual MSM (PFDMSM) operator
and a picture fuzzy weighted dual MSM (PFWDMSM)
operator. In Section 5, it is proved that the proposed MSM
operators are advanced than the MSM operators of IFSs. In
Section 6, the MADM procedure is elaborated and a
comprehensive numerical example is discussed where the
selection of the best ERP scheme is carried out. In Section 7,
we analyzed the comparative study of the existing and newly
developed operators numerically. Section 8 consists of some
conclusive remarks.

2. Preliminaries

In this part of the paper, some preliminary concepts are
studied as a recall. We recall the notion of PFS and its
supremacy over IFS. We also discuss the basic algebraic
operations of PFSs that are used in our new study. (e idea
of ranking of picture fuzzy numbers (PFNs) is also recalled.
It is to be noted that in this paper, by €X, we mean a non-
empty set and trios (m′, ą, d) denotes the DM, DA, and
DNM of PFNs. Further, J � 1, 2, 3, . . . , n and k �

1, 2, 3, . . . , n shall be used as indexing terms.

Definition 1 (see [5]). A PFS is of the form p′ �
( €X, (m′( €X), ą( €X), d( €X))): €X ∈ €X  with 0≤m′

q
( €X)+

ąq( €X) + dq( €X)≤ 1, q ∈ Z+. Also, r( €X) �

�����������

1 − (m′
q
( €X)

q



+

ąq( €X) + dq( €X)) is termed as the DR.

Definition 2 (see [9]). Let p′ � (m′, ą,d), p1′ � (m1′, ą1, d1),
and p2′ � (m2′, ą2, d2) be three PFNs and y> 0. (en,
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p1′⊕p2′ � m1′ + m2′ − m1′m2′, ą1ą2, d1d2( ,

p1′⊕p2′ � m1′m2′, ą1 + ą2 + ą1.ą2, d1 + d2 − d1.d2( ,

yp′ � 1 − 1 − m′( 
y
, ąy

, d
y

 ,

p′( 
y

� m′
y
, 1 − (1 − ą)

y
, 1 − (1 − d)

y
 ,

p′
c

  � d, ą,m′( .

(1)

For the comparison of two PFNs pi
′ � (mi
′, ąi, di) and

p2′ � (m2′, ą2, d2), we have the following score function:

S′ p′(  � pi
′ � mi
′ − di.ri, S′ p′(  ∈ [− 1, 1]. (2)

Definition 3 (see [28]). For a family of positive numbers PJ′′,
the MSM operator is given by

MSMK
P1′, P2′, . . . , Pn

′(  � 1≤i1 ≤ ···≤ ik ≤ n


k
J�1 PiJ
′

Çn
′k

⎞⎠

1/k

.⎛⎜⎜⎝

(3)

(e term Çn
′k denotes a binominal coefficient

throughout this paper. (e above-defined MSM operator is
likely to satisfy the following:

MSMK
(0, 0, . . . , 0) � 0,

MSMK
P′, P′, . . . , P′(  � P′

MSMK
P1′, P2′, . . . , Pn

′( ≤MSMK
Q1, Q2, . . . , Qn( if Pi

′ ≤Qi∀ i,

m′in Pi
′ ≤MSMK

P1′, P2′, . . . , Pn
′( ≤m′ąx Pi

′ .

(4)

Definition 4 (see [32]). For a family of positive numbersP′J′ ,
the dual MSM (DMSM) operator is given by

DMSMK
P1′, P2′, . . . , Pn

′(  �
1
k



1≤ i1 ≤ , ,,

< ik ≤ n



k

J�1
PiJ
′⎛⎝ ⎞⎠

1/Çn
k⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(5)

Now, we present someMSM operators that are discussed
already and analyze their weaknesses. (e notion of MSM
operator has been discussed by several authors including
Qin and Liu [30], Liu et al. [31], Wei and Lu [32], Yang and
Pang [33],Wei et al. [34], Liu et al. [35],Wang et al. [36], Qin
et al. [37], Liu and Qin [38], Wang et al. [39], Yu et al. [40],
and Ju et al. [41].We already discussed the significance of the
MSM operators earlier. Our aim here is to point out the
shortcomings of the previously defined MSM operators and
to clear the objectives of proposing the new MSM operators
in a picture fuzzy frame.

First, we present the MSM operators of IFSs [30] as
follows:

PFMSM P1′, P2′, P3′, . . . , Pn
′( 

� 1 − 

1≤ i1 ≤ ···
< ik ≤ n

1 − 
k

J�1
miJ
′⎛⎝ ⎞⎠⎛⎝ ⎞⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/Çn
k

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/k

, 1 − 1 − 

1≤ i1 ≤ ···
< ik ≤ n

1 − 
k

J�1
1 − diJ

 ⎛⎝ ⎞⎠⎛⎝ ⎞⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/Çn
k

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/k

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.
(6)

(ere are two issues with the MSM operators of IFSs;
first, it has a strict condition in assigning the DM and DNM
hence provide very little flexibility to decision-makers.

Second, it discusses only two aspects of human opinion
using the DM and the DNM; hence, information loss occurs.

Next, we present the MSM operators of PyFSs [32] as
follows:

PyFMSM P1′, P2′, P3′, . . . Pn
′( 

�

�����������������������������������

1 − 

1≤ i1 ≤ ···

< ik ≤ n

1 − 
k

J�1
miJ
′⎛⎝ ⎞⎠

2

⎛⎝ ⎞⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/Çn
k

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠







 1/k

,

��������������������������������������������

1 − 1 − 

1≤ i1 ≤ ...

< ik ≤ n

1 − 
k

J�1
1 − d

2
iJ

 ⎛⎝ ⎞⎠⎛⎝ ⎞⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/Çn
k

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/k








⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.
(7)
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(eMSM operators in the Pythagorean fuzzy frame only
enlarge the range for assigning the DM, and the DNM is
comparative to the MSM operators of IFSs but it also has the
case of information loss due to the absence of the DA and

DR. To relax the restriction on the DM and DNM, Wei et al.
[34] proposed the MSM operators in q-rung orthopair fuzzy
settings given as follows:

qROFMSM P1′, P2′, P3′, . . . , Pn
′( 

�

�����������������������������������

1 − 

1≤ i1 ≤ ···

< ik ≤ n

1 − 
k

J�1
miJ
′⎛⎝ ⎞⎠

q

⎛⎝ ⎞⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/Çn
k

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

q






 1/k

,

�������������������������������������������

1 − 1 − 

1≤ i1 ≤ ...

< ik ≤ n

1 − 
k

J�1
1 − d

q

iJ
 )))

1/Çn
k

⎛⎝ ⎞⎠

1/k

⎛⎜⎝ ⎞⎟⎠.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

q







⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

(8)

(eMSM operators of qROFSs also have the problem of
information loss due to the absence of DA and DR. Due to
this fact, this paper aims to introduce the notion of MSM
operators in a picture fuzzy setting. (e main objective is to
reduce information loss by incorporating the four aspects of
uncertain information.

3. Picture Fuzzy MSM Operators

(e goal of this section is to introduce the MSM operators
using a DM, DNM, DA, and DR in the layout of PFNs. We
develop PFMSM and PFWMSM operators using the notion
of MSM and WMSM in the layout of PFSs. In our onward
study, we shall mean by ωj � (ω1,ω2, . . .ωn)Τ the weight
vector of p′j where ωj > 0, and 

n
j�1 ωj � 1.

Definition 5. Let Pj
′ � (mj
′, aj, dj) denote a collection of

PFNs. (en, the PFMSM operator is given by

PFMSMk
P1′, P2′, P3′, . . . , Pn

′(  �

⊕
1≤ i1 ≤ ···ik ≤ n

⊗ k
j�1Pij
′ 

Ćk

n

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/k

.

(9)

Theorem 1. Let Pj
′ � (mj
′, aj, dj) denote a collection of

PFNs. .en, using PFMSM operators, we have

PFMSM P1′, P2′, P3′, . . . Pn
′(  �

1 − 

1≤ i1 ≤ ···

< ik ≤ n

1 − 

k

j�1
mij
′⎛⎝ ⎞⎠⎛⎝ ⎞⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/Ćk

n

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/k

, 1 − 1 − 

1≤ i1 ≤ ···

< ik ≤ n

1 − 

k

j�1
1_aij

 ⎛⎝ ⎞⎠⎛⎝ ⎞⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Proof. By using Definition 5, we have
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(12)

(e above-defined PFMSM operator satisfies the basic
characteristics of aggregation given as follows. □

Property 1. Let PJ
′ � (mJ
′, ąJ, dJ) denote a collection of PFNs.

If Pj
′ � P′, then

PFMSM P1′, P2′, P3′, . . . , Pn
′(  � P′. (13)

Property 2. Let PJ
′ and P3′ denote the collections of PFNs if

mJ
′ ≥ m3

3, ąJ ≤ ą3, and dJ ≤ d3. (en,

PFMSM P1′, P2′, P3′, . . . Pn
′( ≥ PFMSM P1′, P2′, . . . , P3′( .

(14)

Property 3. Let PJ
′ � (mJ
′, ąJ, dJ) denote a collection of PFNs

such that

P′
−

� minPJ
′ � minmJ

′, max ąJ, max dJ ,

P′
+

� maxPJ
′ � maxmJ

′, min ąJ, min dJ .
(15)

(en,
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P′
− ≤ PFMSM P1′, P2′, P3′, . . . Pn

′( ≤P′
+
. (16)

Weighted aggregation operators have always their sig-
nificance and incorporate the weight vector of an aggre-
gation phenomenon. In the following, we define weighted
MSM operators for PFNs.

Definition 6. Let PJ
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Ćk

n

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/k

.

(17)

Theorem 2. Let PJ
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.

(18)

Proof. Similar to (eorem 1. □

4. Picture Fuzzy Dual MSM Operators

(is section aims to introduce the notion of PFSMSM
operators using the DM, DNM, DA, and DR. We propose
PFDMSM operator and PFWDMSM operator.

Definition 7. Let PJ
′ � (mJ
′, ąJ, dJ) denote a collection of

PFNs. (en, the PFDMSM operator is given by

PFDMSMK
P1′, P2′, . . . , Pn

′(  �
1
k
⊕

1≤ i1 ≤ ,,,

< ik ≤ n

⊗
J�1

k
PiJ
′ 

1/Ćk

n
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.

(19)

Theorem 3. Let PJ
′ � (mJ
′, ąJ, dJ) denote a collection of

PFNs. .en, by using PFDMSM, we have

PFDMSM P1′, P2′, . . . , Pn
′(  �

1 − 1 − 

1≤ i1 ≤ , ,,

< ik ≤ n

1 − 
k

J�1
1 − mJ
′ ⎛⎝ ⎞⎠

1/Ćk

n
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
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k

J�1
ąiJ

⎛⎝ ⎞⎠⎛⎝ ⎞⎠
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1/k

,

1 − 

1≤ i1 ≤ , ,,

< ik ≤ n

1 − 

k

J�1
diJ

⎛⎝ ⎞⎠⎛⎝ ⎞⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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n
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1/k
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.

(20)

Proof. Using Definition 7, we have
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⊗
J�1

k
PiJ
′ � 1 − 

k

J�1
1 − miJ
′ , 

k

J�1
ąiJ

, 
k

J�1
diJ

⎛⎝ ⎞⎠,

⊗
J�1

k
PiJ
′ 

1/Ćk
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� 1 − 

k

J�1
1 − miJ
′ ⎛⎝ ⎞⎠

1/Ćk

n
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k

J�1
ąiJ
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1/Ćk

n
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k

J�1
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n

⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠,

⊗
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k
⊗ iJ
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⎛⎜⎜⎜⎜⎜⎝
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ąiJ
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PFDMSM P1′, P2′, . . . , Pn
′(  �
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k
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.

(21)

(e above-defined PFDMSM operator is likely to satisfy
the following characteristics of aggregation. □

Property 4. Let PJ
′ � (mJ
′, ąJ, dJ) denote a collection of PFNs.

If PJ
′ � P′, then

PFDMSM P1′, P2′, P3′, . . . , Pn
′(  � P′. (22)

Property 5. Let PJ
′ and P3′ denote the collections of PFNs if

mJ
′ ≥ m3′, ąJ ≤ ąJ, anddJ ≤ d3. (en,

PFDMSM P1′, P2′, . . . , PJ
′ ≥PFDMSM P1′, P2′, . . . , P3′( .

(23)

Property 6. Let PJ
′ � (mJ
′, ąJ, dJ) denote a collection of PFNs

such that

P′
−

� minPJ
′ � minmJ

′, max ąJ, max dJ ,

P′
+

� maxPJ
′ � maxmJ

′, min ąJ, min dJ .
(24)

(en,

P′
− ≤ PFDMSM P1′, P2′, P3′, . . . , Pn

′( ≤P′
+
. (25)

Definition 8. Let PJ
′ � (mJ
′, ąJ, dJ) denote a collection of

PFNs. (en, the PFWDMSM operator is given by

PFWDMSM P1′, P2′, . . . Pn
′(  �

1
k
⊕

1≤ i1 ≤ ,,,

< ik ≤ n

⊗
J�1

k
ωiJ
⊗PiJ
′  

1/Ćk

n
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. (26)

Theorem 4. Let PJ
′ � (mJ
′, ąJ, dJ) denote a collection of

PFNs. .en, using the PFWDMSM operator, we have
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.

(27)

Proof. Similar as (eorem 3. □

5. Consequences of the PFMSM Operator

(is section aims to show the generalization of the PFMSM
and PFDMSM operators over the MSM operators of IFSs.

Consider the PFMSM and PFDMSM operators as
follows:
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For ąiJ � 0, the PFMSM and PFDMSM operators are
reduced into the MSM operators of IFSs proposed by [30]
and given as follows:
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6. Picture Fuzzy MADM Procedure

(e goal of this paper is to study the procedure for MADM
using picture fuzzy information based on MSM operators
proposed in the earlier sections.

MADM is a procedure for the selection of the finest
option, under uncertain environments, among a list of finite
alternatives based on some attributes. (e MADM proce-
dure that we aim to adapt is based on the PFMSM operator
and PFDMSM operators. Assume the set of alter-
natives + among which the best is to be chosen and the
attribute set under observation be G � G1, G2, . . . , Gm′ .
(e uncertain information is based on PFNs where the four
facets of an expert’s opinion are considered to evaluate all the
alternatives. In the proposed approach, the experts are asked
to evaluate the alternatives using PFNs in the form of a

decision matrix and then the PFMSM and PFDMSM op-
erators are utilized to aggregate the initial evaluation of the
experts for the selection of the finest alternatives. (e at-
tributes used in the approach have their weights based on the
expert’s preferences. (e detailed steps of the algorithm are
given as follows:

Step 1. Initially, the experts evaluate the possible al-
ternatives under the decided set of attributes using
PFNs where they gave their opinion using a DM, DNM,
DA, and DR under the restraints of PFSs.
Step 2. To deal with risk/cost factors, the risk is min-
imized by using the below-given equation where each
risk/cost type of attribute is converted into a benefit
type of attribute. (e phenomenon is known as
normalization.

PiJ
′ � m
∧
iJ
′, ∧ąiJ

, d
∧

iJ
  �

miJ
′, ąiJ

, diJ
 , benfit t€xpe of attributes,

diJ
, ąiJ

, miJ
′ , for risk/cost t€xpe of attributes.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(30)

Step 3. Once done with normalizations, we utilize the
following two MSM operators to aggregate the initial
information normalized in Step 2.

Step 4. After the aggregation of picture fuzzy infor-
mation, we use the score value of the PFNs (using
Definition 2) to arrange the alternatives in ascending/
descending order based on the collected information.
Step 5. (e last step involves the ranking of the given
alternatives based on the score values obtained in the
preceding step.

Technology commercialization is a challenging problem
that has been discussed widely by various authors. In the
current paper, we consider the ERP system problem dis-
cussed by [32]. ERP systems are of great capability in many

engineering manufacturing companies. It eases human ef-
forts by handling many tasks using its dynamic design.

(e following numerical example is to demonstrates the
MADM steps in detail.

Example 1. Consider a set of ERP schemes
€A1,

€A2,
€A3,

€A4,
€A5  that needs evaluation by experts. (ese

ERP schemes are evaluated under a finite set of attributes
denoted by G1, G2, . . . , Gm′ . (e target is to choose the
optimum ERP schemes that suit best for the company. (e
attribute set is defined as follows: G1 represents technical
advancement; G2 represents reducing human resources, G3
represents economic advantages, and G4 represents devel-
opment of the company. Each attribute G1, G2, . . . , Gm′ is
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associated by a weight given the weight vector
ωJ � (0.29, 0.31, 0.17, 0.23)T. (e selection process of the
most suitable ERP scheme is elaborated as follows.

Step 1. (e decision panel of the company, after ana-
lyzing initially securitized 5 ERP schemes, evaluated
their performances and gave their opinion using PFNs.
(e evaluation information is given in Table 1.
Step 2. (is step involves normalization but, in this
case, it does not occur as all the attributes are of benefit
type.
Step 3. (is step involves the aggregation of uncertain
information based on PFNs using PFMSM, PFWMSM,
PFDMSM, and PFWDMSM operators. We apply the
four newly developed MSM operators, and the results
are portrayed in Table 2.
Step 4. (is step involves the definition of the ranking
function. We computed the scores of the data obtained
in Table 2, and the results are given in Table 3.
Step 5. (is step involves the ranking of the ERP
schemes in order to get the optimum result. All the ERP
schemes are ranked in Table 4.

For better understanding, the ranking results of Table 4
are shown in Figure 1.

After analyzing Table 4 and Figure 1, it is evident that
PFMSM, PFDMSM, and PFWDMSM operators give us the
ERP scheme €A2 as the most effective one while the
PFWMSM operators give us €A4 as best one. (e selection of
anyMSM operators is based on the preference of the experts.

It is to be noted that all of them can give us different results,
and getting the same results is not a necessary option.
Further, we took k � 4 in our discussed problem to take into
account the relationship of all four ERP schemes. Varying k
may also vary the results.

7. Comparative Analysis

(e goal of this section is to set up a comparative study of the
newly developed MSM operators with other existing AOs of
PFNs.

PFS is an advanced frame where uncertain information
can be expressed with less information loss in a certain
range. A great number of AOs are being developed in the few
years. Here, we aim to investigate the comparison of the
MSM operators with other AOs of PFNs numerically to see
the validity of the proposed MSM operators. We apply the
Hamacher AOs of PFN proposed by Wei [19], picture fuzzy
arithmetic and geometric AOs proposed by Garg [9], picture
fuzzy Dombi AOs proposed by Jana et al. [12] to the problem
discussed in Example 1, and portray the results in Table 5.

Table 1: Evaluation remarks about ERP Schemes based on PFNs.

€A1
€A2

€A3
€A4

€A5

DM DA DNM DM DA DNM DM DA DNM DM DA DNM DM DA DNM

G1 0.3 0.2 0.5 0.6 0.1 0.2 0.3 0.3 0.3 0.2 0.7 0.1 0.4 0.4 0.1
G2 0.4 0.3 0.1 0.8 0.1 0.1 0.2 0.5 0.3 0.6 0.3 0.1 0.3 0.4 0.3
G3 0.7 0.1 0.2 0.4 0.2 0.4 0.3 0.1 0.2 0.3 0.4 0.3 0.5 0.1 0.3
G4 0.2 0.4 0.3 0.2 0.2 0.5 0.4 0.3 0.3 0.7 0.1 0.1 0.5 0.3 0.2

Table 2: Aggregated results of Table 1 using picture fuzzy MSM operators.

€A1
€A2

€A3
€A4

€A5

DM DA DNM DM DA DNM DM DA DNM DM DA DNM DM DA DNM

G1 0.36 0.32 0.29 0.44 0.15 0.32 0.29 0.31 0.28 0.40 0.42 0.15 0.42 0.31 0.23
G2 0.10 0.10 0.08 0.15 0.04 0.08 0.08 0.10 0.08 0.12 0.13 0.04 0.12 0.10 0.06
G3 0.44 0.32 0.23 0.56 0.15 0.25 0.30 0.31 0.27 0.49 0.42 0.13 0.43 0.31 0.21
G4 0.12 0.07 0.06 0.20 0.03 0.06 0.08 0.08 0.08 0.16 0.13 0.59 0.13 0.08 0.05

Table 3: (e score of the aggregated PFNs, obtained in Table 2.

Score( €A1) Score( €A2) Score( €A3) Score( €A4) Score( €A5)

PFMSM 0.35121 0.414797 0.258776 0.394238 0.405949
PFWMSM 0.03978 0.088813 0.020347 0.09474 0.075623
PFDMSM 0.433926 0.54734 0.273624 0.496403 0.419766
PFWDMSM 0.073764 0.158918 0.024447 0.134875 0.085704

Table 4: Ranking of ERP schemes.

Methods Ranking values
PFMSM €A2 ≥ €A5 ≥ €A4 ≥ €A1 ≥ €A3
TSFWMSM €A4 ≥ €A2 ≥ €A4 ≥ €A1 ≥ €A3
TSFDMSM €A2 ≥ €A4 ≥ €A1 ≥ €A5 ≥ €A3
TSFWDMSM €A2 ≥ €A4 ≥ €A3 ≥ €A1 ≥ €A3
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In the results of Table 5, we see that Hamacher AOs,
Dombi AOs, and arithmetic and geometric AOs of PFSs
provide us different results from the results obtained using

the proposed approach. (e reason behind this is that those
operators do not take into account the interrelationship of
the input arguments; however, the current MSM operators

0
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Ranking results
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Figure 1: Ranking results of Table 4.

Table 5: Comparative analysis of the proposed operators with some existing operators.

Operators _́S( €A1)
_́S( €A2)

_́S( €A3)
_́S( €A4)

_́S( €A5) Ranking

PFHWA [19] 0.385 0.571 0.275 0.480 0.405 €A2 ≥ €A4 ≥ €A5 ≥ €A1 ≥ €A3
PFHWG [19] 0.438 0.609 0.298 0.630 0.523 €A4 ≥ €A2 ≥ €A5 ≥ €A3 ≥ €A1
PFWA [9] 0.384 0.584 0.259 0.488 0.397 €A2 ≥ €A4 ≥ €A5 ≥ €A1 ≥ €A3
PFWG [9] 0.420 0.439 0.248 0.397 0.383 €A2 ≥ €A1 ≥ €A4 ≥ €A5 ≥ €A3
PFDWA [12] 0.413 0.641 0.251 0.521 0.394 €A2 ≥ €A4 ≥ €A1 ≥ €A5 ≥ €A3
PFDWG [12] 0.317 0.366 0.249 0.346 0.382 €A5 ≥ €A4 ≥ €A3 ≥ €A1 ≥ €A3
PFMSM 0.334 0.415 0.259 0.394 0.406 €A2 ≥ €A5 ≥ €A4 ≥ €A1 ≥ €A3
PFWMSM 0.038 0.089 0.020 0.095 0.076 €A4 ≥ €A2 ≥ €A4 ≥ €A1 ≥ €A3
PFDMSM 0.411 0.547 0.274 0.496 0.420 €A2 ≥ €A4 ≥ €A1 ≥ €A5 ≥ €A3
PFWDMSM 0.074 0.159 0.024 0.135 0.086 €A2 ≥ €A4 ≥ €A3 ≥ €A1 ≥ €A3
IFMSM [30] NA Unable to specify
PyFMSM [32] NA Unable to specify
QROFMSM [34] NA Unable to specify
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Figure 2: Comparative results obtained in Table 5 at a glance.
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of PFNs do. (e analysis also shows that the MSM operators
or any other AOs of IFSs, PyFSs, and qROFSs are unable to
deal with such kinds of advanced data.(e reason behind the
failure of previous work is the absence of the DA and the DR
which leads to information loss. (e reason behind the
different results using the proposed approach is the incor-
poration of the relationship of the input argument and the
absence of such a relationship in the traditional aggregation
operators. For better understanding, a summary of the
above-obtained results is depicted in Figure 2.

In Figure 2, the results of the comparative study section
can be seen at once. It is clearly shown that the proposed
MSM operators of PFSs can be used to investigate the
MADMproblems in a better way than theMSM operators of
IFSs, PyFSs, and qROFSs.

8. Conclusion

In the manuscript, we proposed some MSM operators
using picture fuzzy information. PFMSM operators have
twomain advantages. It uses four kinds of degrees, i.e., DM,
DNM, DA, and DR to express the uncertain information as
an expert’s opinion for solving MADM problems. (ese
operators take into account the relationship of more than
two input values, unlike other traditional aggregation
operators. (e two characteristics make the notion of MSM
of PFSs stronger than the previously discussed MSM op-
erators. (e MSM operators of PFSs can be used in MADM
and multiattribute group decision making (MAGDM) ef-
ficiently as in the presented problem in Section 6. (ese
types of MSM operators can further be improved if
equipped with a parameter for enlarging the space of the
DM, DA, DNM, and DR. Such work is aimed to be achieved
in near future in the frame of interval-valued PFSs [5],
SFSs, and TSFSs [42], interval-valued TSFSs [14], and
complex TSFS [43]. (e MSM operators upon combining
with other Dombi t-norms, Einstein t-norms, and Frank
t-norms can also be some future work. (e notion of TSFS
can also be extended to introduce TSF matrices [44, 45] and
to study their several aspects. Furthermore, such a concept
can also be very beneficial when equipped with the frame of
picture hesitant FS due to the ambiguous nature of un-
certain information.
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