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With the rapid development of logistics industry, optimization of road transport has become a constraint that must be overcome
in the development of related industries. In the IoT era, classic car routing solutions could not meet many different needs. +e
relevant research findings are endless but not suitable to reduce costs in logistics and distribution processes and meet the needs of
customers. +is paper researches on vehicle path optimization using IoT technology and intelligent algorithms. Firstly, the
traditional GA is optimized, and its coding mode, fitness function, selection, crossover, and mutation operators are studied. +e
crossover probability was set to 0.6, and the mutation probability was set to 0.1; then, according to the improved GA, a vehicle
route optimization model was created. Finally, simulations were conducted to optimize vehicle routes for some distribution
centers and 15 customer sites, and the model’s validity was tested. Experimental data show that the improved genetic algorithm
begins to converge in 100 generations with a running time of 37.265 s. We calculate the time sensitivity of the customer. An
algorithmic model is then used to determine distribution plans based on product demand and time sensitivity. In addition, we
compare distribution costs and customer satisfaction of algorithmic and randomized plans. +e distribution cost and customer
satisfaction of the algorithmic and random patterns were 498.09 yuan and 573.13 yuan and 140.45 and 131.35, respectively. +is
shows that the vehicle routing optimization model using IoT technology and an improved GA can reduce distribution costs and
increase customer satisfaction.

1. Introduction

1.1. BackgroundSignificance. +e IoT is an important carrier
for collecting, transmitting, processing, and applying in-
formation. Related technologies such as big data, cloud
computing, sensors, and so on are widely used in various
fields, especially the logistics industry [1]. +e continuous
improvement of the urban system makes the establishment
of a good urban distribution system, a problem that must be
solved to increase the development of the urban economic
system. +e optimization of the transportation path of the
distribution vehicle is a vital link in the urban logistics
distribution system, which connects the production line,
warehouses, and consumers [2].

1.2. Related Work. IoT technology is widely used in many
fields. Based on the latest research on smart homes and IoT
technology, Hui et al. outlined specific requirements for

smart home construction and proposed requirements based
on specific quality specifications of smart homes. +e
building blocks are divided into seven independent sections
[3]. Wu offered the design and management of museum
collections and RFID-based intelligent navigation systems, a
new way to build smart museums [4]. It gave everyone a new
understanding of the IoT, but their experimental sources
were not clear enough. As a result, the research findings do
not have exact references. Optimization of vehicle routes has
always been a key issue in logistics [5]. Discussed by local
and international researchers, Braekers conducted a cate-
gorization review of the literature on vehicle routing issues
published between 2009 and June 2015, based on a modified
version of the taxonomy at http://www.braekers.com. +e
277 existing coverages were classified, and the development
trend of VRP literatures was analyzed [6]. Yao et al. pro-
posed the box-to-collection station heterogeneous vehicle
routing problem and used particle swarm optimization
(PSO) to solve the problem [7]. To improve the efficiency of
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the particle swarm algorithm, he adopted adaptive inertia
weights and a local search strategy. +eir research data are
quite old, which are quite different from the actual data
under current research background.

1.3. Innovative Points in 'is Paper. +e research innova-
tions are as follows: (1) to study the coding mechanisms of
GAs: fitness services, selection, crossover, and conversion
operators, and improve GA by scheduling relevant events;
(2) based on advanced GA and the problem of optimizing
vehicle transportation, a GA path optimization model was
created; and (3) the model outlined in this paper was used to
perform mock experiments to test the algorithm’s effec-
tiveness, and the distribution cost and customer satisfaction
of distribution schemes under an algorithmic model and
random distribution model were compared. +e results
show that the algorithm model proposed in this paper can
increase customer satisfaction and save distribution cost.

2. IoT Technology and Optimization
Algorithm for Vehicle Transportation Path

2.1. Key Technologies of the IoT

2.1.1. GPS Positioning and Wireless Sensor Network.
+ere are 24 GPS satellites evenly distributed over the
surface [8], and navigation information can be stored on the
satellites [9].

+e sensor node performs a preliminary fusion of the
detected data and sends the data and its own position in-
formation to the sink node in the form of multihop
transmission, and finally the detected data are sent to the end
user via satellite and Internet.

+e positioning method of the wireless sensor network is
to equip a very small number of nodes with GPS, relying on
the information interaction between the nodes, and using
the positioning algorithm to calculate the location. +is
positioning process includes two stages: distance estimation
and coordinate calculation. +e calculation of the algorithm
performance generally starts from the normal position and
the weight of the issue. Among them, the calculation method
of positioning accuracy is shown in the following formula.
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2.1.2. Data Fusion Method. Kalman filtering is an unbiased
minimum method. +e statistical properties of the mea-
surement model are used to recursively determine the best
fusion data estimate in the statistical sense.+e Kalman filter
uses the state space of a linear random system. In operation,
the Kalman filter method uses the minimum variance of the
linear deviation as the standard to change the state pa-
rameters of the filter [10].

Bayesian estimation is used for multiple sensor infor-
mation fusion. We use the conditional probabilistic formula
for processing and finally give a systematic decision based on

several rules. Bayesian estimation is an effective method to
fuse information from multiple sensors in a static
environment.

P(X|Y) �
P(Y|X)P(X)

P(Y)
. (2)

Fuzzy theory is based on the basis of fuzzy sets, and the
uncertain fuzzy number can be recognized by the computer
after transformation. +e received information is processed
by fuzzy logic, and a rule basis is established based on ex-
perience. Finally, we compare the current state of sensor
monitoring with the basic state to determine the reliability of
the information. If the information reliability is high, we use
fuzzy variables to represent the actual variables and obtain
the actual variable values by solving the fuzzy variables [11].
+is method uses a systematic method to model the un-
certainty of the fusion process and finally produces con-
sistent fuzzy inferences.+is approach can solve the problem
of information conflict and inconsistency to some extent,
but it requires the work of a confusing member, so the ability
to learn and adapt is not enough.

2.1.3. Cloud Computing and DataMining. Cloud computing
is a new technology. At present, some large Internet com-
panies have established super-servers to provide storage and
computing data centers. +e cloud database brings great
convenience to small- and medium-sized enterprises and
individual users. Cloud computing is an Internet-based
computing model that the public participates in. Its com-
puting resources (computing functions, storage functions,
and interactive functions) are dynamic, scalable, and vir-
tualized and can be provided as services [12].

+e foundation of data mining is data warehouse. Data
mining is the use of related mining tools to classify potential
connections between data according to the needs of database
information, thereby promoting the popularization and
utilization of information. Finding understanding is a
product of an organic combination of artificial intelligence
and database, which enables it to understand native lan-
guages and have the ability to speak.

2.2. Optimization of Vehicle Transportation Path

2.2.1. Elements of the Problem of Vehicle Transportation
Routes. +e vehicle routing problem refers to the use of
vehicles to provide delivery services to customers with
various needs, optimize the overall distribution channels of
the organization, maximize the satisfaction of the needs of
each customer, and achieve the corresponding goals under
the constraints of time and load [13]. +e constituent ele-
ments of the vehicle routing problem include distribution
centers, customers, vehicles, distribution network, parking
lots, constraints, and goals [11]. Commonly used constraints
include vehicle load constraints, travel distance constraints,
and time window constraints. +e usual goals to be achieved
include the lowest total cost of delivery, the shortest delivery
distance, and the shortest delivery time.
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2.2.2. Mathematical Model of Vehicle Transportation Route
Problem. +e general transportation problem of automo-
biles is to make the total transportation distance the shortest
or the transportation cost the lowest [14].

Define graph G � (S, L), S � s1, s2, . . . , sn , distribution
route L � (si, sj), si, sj ∈ S , distribution center s0, number

of vehicles M, vehicle load G of each vehicle, customer point
si(i � 1, 2, . . . , n), customer point demand (g1, g2, . . . , gn),
and cost fij. +e mathematical model established is as
follows:

xijm �
1, vehicle m travels frompoint i to point j,

0, otherwise,
 i, j � 0, 1, . . . , n; ; m � 1, 2, . . . , M, (3)

xim �
1, customer point i is served by vehiclem,

0, otherwise,
 i, j � 0, 1, . . . , n; ; m � 1, 2, . . . , M. (4)

Assuming that the delivery vehicles are uniform and the
delivery task is a one-way task, only the delivery problem
needs to be considered. Formulas (3) and (4) are two de-
cision variables. +e goal is the lowest total transportation
cost, and the optimization objective function is shown in the
following formula:

minZ � 
i


j


m

fijxijm,
(5)


i

giyim ≤G, (m � 1, 2, . . . , M), (6)


m

yim � 1, (i � 1, 2, . . . , n), (7)


m

ys0m � K, (8)


i

xijm � ymj, (j � 1, 2, . . . , n), (9)


j

xijm � ymi, (i � 1, 2, . . . , n). (10)

Among them, formula (6) indicates that the cargo
loaded by the vehicle cannot exceed the load of the vehicle.
Formula (7) indicates that each customer point is on the
delivery route. Formula (8) indicates that the distribution
center of each vehicle is consistent. Formulas (9) and (10)
indicate that if the customer points i, j need to be on the
delivery route of the vehicle m, the service of the vehicle can
be obtained [15].

2.2.3. Classification of Vehicle Transportation Path Problems.
+e important feature of the static vehicle routing problem is
that the variables related to the vehicle are known before the
vehicle scheduling is arranged and will not change after the
vehicle scheduling [16].

According to the number of optimized objective
functions, it is divided into single-objective problem and
multiobjective problem. According to the demand

characteristics, it can be divided into pure delivery, pure
pickup, and integrated delivery and pickup vehicle routing
problems. According to the vehicle type, it can be divided
into single vehicle type and multiple vehicle type vehicle
routing problems [17].

2.3. Intelligent Algorithm for Path Optimization

2.3.1. GA (Genetic Algorithm). GA can effectively solve the
optimization problem of vehicle path. Even if the problem
has discontinuities and nonlinearities or the internal
structure of the problem is not clear, GAs can also solve these
complex problems that cannot be mathematically modeled.
+e effective multibranch random parallel search feature
makes the GA not easy to fall into the local optimum [18]. By
increasing the number of populations, the optimization
branches can be increased, which is very convenient for
handling large-scale optimization problems, and the speed
will also be faster.

First, change the optimal variables of the optimization
problem to be optimized, then establish a function for
individual compatibility calculation based on the function
objectivity of the optimization problem. And randomly
develop a group of individuals as the first solution point. If
the conditions are not met, copy, cross, and mutate op-
erations will be performed to verify again whether the
termination conditions are met. Repeat the operation until
the optimal solution of the degree of adaptation is obtained
[19].

+e fitness function is the optimization decision variable
of the problem, which needs to be directly converted from
the objective function of the mathematical model of the
optimization problem. Its expression is shown in the fol-
lowing formula:

ζ(x) � Fit(f(x)). (11)

Considering that the probability requirement in the
operation of GA is nonnegative, the aforementioned
fitness function can be transformed into the following
form:
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ζ(x) �

Amax − f(x), if f(x)<Amax,

0, else,

⎧⎪⎨

⎪⎩
(12)

ζ(x) �
1

1 + Amax + f(x)
, (13)

where Amax + f(x)≥ 0.

2.3.2. Ant Colony Algorithm. +e solution to the problem of
optimizing the vehicle path is considered the set of feasible
paths for ants to find food. +e longer the algorithm runs,
the higher the pheromone concentration of the shorter path,
and the solution to the problem will gradually converge [20].
+erefore, the highest and shortest paths of the pheromone
are considered the optimal solution of the optimization
problem.

+e basic steps of the ant colony algorithm are as
follows: first, initialize the parameters and put
x � (1, 2, . . . , k, . . . , X) ants in y(y � 1, 2, . . . , i, . . . ,

j, . . . , Y) customers, and the straight-line distance between
customer i and customer j is Lij. At time t, the pheromone
concentration on the straight path between customers ij is
θij(t); assuming that the initial time Δθij(0) � 0, the initial
iteration number N � 0. +en, iterate and visit customers.
For each iteration and visit, the number of iterations in-
creases by 1, and the number of ant k also increases by 1. At
time t, the state probability of ants moving from customer i

to customer j is Pk
ij(t), which is calculated as shown in the

following formula:

P
k
ij �

θij(t)
σ

  · μir(t) 
ϖ


r∈allowk

θir(t) 
σ

· μir(t) 
ϖ, r ∈ allowk,

0, r ∉ allowk.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(14)

+e ants move to the next customer after selecting the
path; calculate the total length of each ant’s walking path in
this section of the path and find the shortest path. Its
function expression is shown in the following formula:

θij(t + 1) � (1 − P)θij(t) + Δθij, (15)

Δθij � 
n

k−1
Δθk

ij
. (16)

Ant colony algorithm has many advantages. For ex-
ample, because it is positive feedback, the convergence speed
is fast, and it is performed simultaneously in time [21]. In
addition, using the principle of positive feedback, the op-
timization speed is fast and the optimal solution can be
obtained. +e disadvantage is that this algorithm is very
complicated to solve the problem.

2.3.3. Particle Swarm Algorithm. In the particle swarm
algorithm, the birds in the target space are the particles in

the solution space, that is, the solution of the algorithm, and
the solution to the problem is the food source the birds are
looking for. In the optimization process of the algorithm,
the particles always learn from two values: one is the in-
dividual historical optimal solution (pbest) and the other is
the population historical optimal solution (gbest) [22].
Each particle improves its position and speed based on
these two-dimensional values. +e size and quality of the
fitness value depend on the solution of the actual appli-
cation problem.

In the particle swarm algorithm, the population size of
particles is NP, and each particle can be regarded as a point
in the solution space. +e position of the first particle is wi,
and the flying speed of the particle is di. +erefore, the
position and velocity of the particle are updated, as shown in
the following formulas:

dij(t + 1) � m · dij(t) + k1 · r1 ∗ pbestij(t) − wij(t) 

+ k2 · r2 ∗ gbestj(t) − wij(t) ,

(17)

wij(t + 1) � wij(t) + dij(t + 1), (18)

where k1, k2 represent the learning factor and are responsible
for adjusting the step length of particle learning.

Compared with other optimization algorithms, particle
swarm optimization has the same origin as them. All these
algorithms need to perform a specific random search in the
initial stage of optimization and obtain the next new po-
sition through its own iteration. Also, they all use fitness
functions to solve individual solutions and global optimal
solutions and then use evaluation criteria to obtain the
optimal solutions. However, the particle swarm algorithm
also has its unique features. In the analysis of the opti-
mization formula, the particle swarm algorithm itself
contains the update of speed and position. Although the
global search ability is weak, the local search ability and
convergence speed are very good.

3. Experiments on Solving Vehicle Routing
Optimization Problem Based on
Intelligent Algorithm

3.1. Model Solving Algorithm Design Based on Improved GA

3.1.1. Parameter Setting and Coding Design. After setting the
parameters, first perform the genetic coding operation on the
executable solution of the problem. While generating the
initial population, design the fitness function that adapts to the
initial population and the termination conditions of the GA
according to the input conditions of the mathematical model.

Aiming at the vehicle path optimization problem that
this article needs to solve, the natural number sequence is
used for encoding. Assuming that x demand points are
delivered by y vehicles, the length of the chromosome at this
time is x + y + 1, and its code is shown in the following
formula:
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0, n11, n12, . . . , n1r, 0, n21, n22, . . . , n2t, 0, . . . , 0, ny1, ny2, . . . , nyw, 0 ,

(19)

where nyw indicates that the vehicle y provides services to
the customer w in the corresponding time period, 0 is the
virtual distribution center, and the real distribution center is
located before and after 0.

3.1.2. Initial Population and Fitness Function. +e fitness
function design of this article must first carry out goal
transformation and constraint processing. Standardize
customer satisfaction and distribution costs and then use
linear weighting method to transform; the single-objective
function is obtained as

Z � α1 · zA + α2 · zB, (20)

where α1, α2, respectively, represent the weights of distri-
bution cost and customer satisfaction (α1 + α2 � 1), and the
weight coefficient can be adjusted according to the actual
situation. +is paper adopts the penalty function method to
deal with the constraint conditions, and the constructed
penalty function is

F(x, R) � f(x) − R 
m

i�1
max 0, ki(x)(   + 

l

j�1
rj(x)⎡⎢⎢⎣ ⎤⎥⎥⎦,

(21)

where F(x, R) is the penalty function. Based on the above
analysis, the fitness function is

f � maxZ − R 

n+m

i�1
max 

n+m

j�1


cm

c�1


n+m

m�n+1
x

m
ijc · si − S, 0⎛⎝ ⎞⎠,

(22)

whereR is an extremely positive number, and other formulas
are calculation formulas for parameter constants and vari-
able constraints.

3.1.3. Genetic Operation Design. +e selection operation can
be performed within an existing executable solution or
within the neighborhood of an executable solution. In the
GA, for the distribution problem from the distribution
center to the customer point, the selection operation is
mainly to find a better solution from the currently executable
solution group and use it to replace the original solution
group.

+e crossover operation uses single-point crossover. +e
selected two parent individuals are randomly selected as the
crossover point.

+is article uses the interchange mutation method to
perform mutation operations on chromosomes, select chro-
mosomes, and randomly generate two natural numbers; if the
natural number is not 0, exchange the genes corresponding to
the two natural numbers to generate a new chromosome.

3.2. Experimental Simulation

3.2.1. Experimental Data and Related Parameters. To verify
the effectiveness and reliability of the algorithm, this paper
conducted a simulation experiment with a distribution
center and randomly selected 15 nearby customer points as
the distribution nodes. According to the time tolerance
interval of each customer point, the time demand sensitivity
is evaluated. +e demand, expected time window, and tol-
erance time window of each customer point are shown in
Table 1.

+e vehicle models are uniform, with a load of 532 kg.
+e fixed cost for each departure is 120 yuan, and the fuel
consumption per kilometer is 0.58 yuan. It is assumed that
the vehicle runs at an average speed and the speed is con-
trolled at 45 km/h.

3.2.2. Model Application Testing. Customer satisfaction
analysis, according to the customer’s expected time window
and tolerance time window, analyzes the customer’s time,
demand sensitivity, satisfaction, and delivery cost.

4. Discussion onOptimizationResult of Vehicle
Transportation Path

4.1. Algorithm Validity. To ensure the efficiency and prob-
ability of GA improvement, in this paper, the number of
configurations is set to 300, and the optimal solution results
and the average running time of the improved GA, standard
GA, and particle swarm algorithm are compared. +e
convergence diagrams of the three algorithms are as follows.

As shown in Figure 1, the three algorithms have dif-
ferences in convergence speed. +e improved GA in this
paper began to converge in the 100th generation, the
standard GA began to converge in the 150th generation, and
the particle swarm algorithm began to converge in the 160th
generation.+is shows that the improved GA in this paper is
better than the standard GA and particle swarm algorithm in
convergence speed. +e solution results and running time of
the three algorithms are as follows.

As shown in Table 2, the running times of the three
algorithms are 37.265 s, 49.338 s, and 51.646 s, the distri-
bution costs are 498.09 yuan, 577.235 yuan, and 598.55 yuan,
and the customer satisfaction is 140.45, 117.884, and
116.947, respectively.+is shows that the operating time and
optimization results of the GA improvement in this paper
are much better than those of the standard GA and particle
swarm algorithm.

4.2. Distribution Route Plan

4.2.1. Time Demand Sensitivity. According to the expected
time window and tolerable time window of each customer in
Table 1, the sensitivity of each customer to the time demand
is calculated. +e calculation results are as follows.

As shown in Table 3, each customer has his/her own time
demand sensitivity and the goods must be delivered within
the expected time window; otherwise, compensation will be
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required and the distribution cost will increase. To compare
the sensitivity of time demand between customers more
intuitively, we draw it as a histogram.

As shown in Figure 2, we can intuitively see that cus-
tomer point 4 and customer point 13 are very time sensitive,
and their sensitivity is 1, while customer point 5 and cus-
tomer point 12 are less sensitive to time. +erefore, it is
necessary to plan the distribution plan according to the
customer’s time sensitivity.

4.2.2. Delivery Route. According to the geographical loca-
tion and time sensitivity of the customer site, the distri-
bution route is planned.+ere are three distribution vehicles
with the same model, and they start from the distribution
center at the same time. +e distribution route plan is as
follows.

As shown in Figure 3, three vehicles depart from the
distribution center at the same time, go to different customer
locations, and finally return to the distribution center to
indicate the completion of the distribution task.

4.3. Customer Satisfaction and Distribution Costs

4.3.1. Customer Satisfaction. +e satisfaction of each cus-
tomer and each route is investigated, and the distribution
plan and the random distribution plan under the improved
GA model are used to compare the customer satisfaction of
the two.+e highest score of each customer satisfaction is 10
points, a total of 150 points.+e specific scores are as follows.

As shown in Table 4, there is a big difference in customer
satisfaction between the distribution scheme under the GA
model and the random distribution scheme. Under the GA
model, customer satisfaction can reach a maximum of 10
points and a minimum of 8.9 points. Under the random
distribution scheme, the highest customer satisfaction score
is 9.5 points and the lowest is only 8 points.

To further analyze the customer satisfaction of different
vehicles under different scenarios, we compare the customer
satisfaction of the customer points that each vehicle passes.
Under the two scenarios, the total satisfaction of vehicle 1,
vehicle 2, and vehicle 3 is compared as follows.

As shown in Figure 4, nomatter which car, the satisfaction
of the delivery plan under the improved GA model is higher
than that of the random delivery plan. Especially for vehicle 2,
the satisfaction scores of the two are 47.8 and 43 points,
respectively, a difference of 4.8 points. After comparing the
overall satisfaction of the vehicle, the satisfaction of each
customer is compared. +e comparison results are as follows.

As shown in Figure 5, although from the overall satis-
faction point of view, the distribution scheme under the im-
proved GA model is better, from the perspective of individual
customers, not all individual customer satisfaction levels of the
random scheme are lower than those of the algorithm scheme.
Customer 6’s satisfaction with the two solutions is the same
(both are 9 points). Customer 8’s satisfaction with the random
scheme is 9.5 points, which is higher than that of the algorithm
scheme by 0.5 points. Customer 15’s satisfaction with the
random scheme is 9.2 points, which is 1 point higher than that
of the algorithm scheme.

4.3.2. Distribution Cost. In the delivery process, the cost
composition of each vehicle includes a fixed cost of 120 yuan
and a fuel consumption cost of 0.58 yuan per kilometer. If
the vehicle arrives earlier than the expected time window, it
needs to pay a penalty cost of 0.5 yuan per minute; if the
vehicle arrives later than the expected time window, it needs
to pay a penalty cost of 0.8 yuan per minute. +rough
calculation, the distribution cost of the three vehicles under
the two scenarios is as follows.

As shown in Table 5, under different distribution
schemes, although the fixed cost of each vehicle is the same
during distribution, the fuel consumption cost and penalty
cost in the actual distribution process are different, so the
total distribution cost incurred is also inconsistent. +e total
distribution cost of the algorithm scheme is 498.09 yuan, and
the total distribution cost of the random scheme is 573.13
yuan. To analyze in detail the distribution cost of three
vehicles under different schemes, the distribution cost of
each vehicle under the two schemes was compared.

Table 1: Customer demand information.

Client Demand (kg) Expected time window Time demand
sensitivity

1 120 7:00–8:00 6:30–8:30
2 88 9:30–10:30 9:00–11:00
3 155 9:00–10:00 8:00–11:00
4 45 7:30–8:00 7:30–8:00
5 100 10:00–11:00 9:00–11:30
6 60 9:30–10:30 9:00–11:00
7 135 10:30–11:30 10:00–11:30
8 110 7:00–8:00 6:30–8:30
9 45 11:00–12:00 11:00–12:30
10 36 10:00–11:00 9:00–11:00
11 80 9:00–10:00 9:00–11:00
12 70 8:00–9:00 7:00–10:00
13 125 11:30–12:00 11:30–12:00
14 120 11:00–12:00 10:00–12:30
15 90 8:30–9:30 7:00–10:00

0
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Figure 1: Convergence speed of three algorithms.
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As shown in Figure 6, whether it is fuel consumption cost
or penalty cost, the distribution scheme under the improved
GA model is almost lower than the random scheme. +e
biggest difference is the penalty cost of vehicle 3. +e dif-
ference between the two schemes is 16.07 yuan. +en, we
analyze the composition and proportion of the distribution
cost of the improved GA, and the results are as follows.

As shown in Figure 7, in the total distribution cost of
498.09 yuan, fixed costs accounted for the largest proportion,
totaling 72%, followed by the fuel consumption cost, totaling
20%, and the penalty cost is the least, accounting for only 8%.
Among the three vehicles, vehicle 3 is the one with the most
distribution cost, totaling 171.78 yuan, accounting for 35%
of the total cost.

Table 2: Solution results of three algorithms.

Algorithm Operation hours (s) Distribution cost Customer satisfaction
Improved GA 37.265 498.09 140.45
Standard GA 49.338 577.25 117.884
PSO 51.646 598.55 116.947

Table 3: Customer’s time demand sensitivity.

Client 1 2 3 4 5 6 7 8
Sensitivity 0.8 0.8 0.6 1 0.5 0.8 0.8 0.8
Client 9 10 11 12 13 14 15 —
Sensitivity 0.7 0.7 0.6 0.5 1 0.7 0.8 —
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0.8 0.8 0.8
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Figure 2: Customer’s time demand sensitivity.
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Figure 3: Vehicle distribution path.
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Table 4: Comparison of customer satisfaction.

Vehicle Client Algorithm solution satisfaction Client Random scheme satisfaction

1

1 9.5 1 9
3 10 12 9.1
6 9 11 8.8
5 9.45 5 8.75
9 9.25 9 8.5

Total 47.2 Total 44.15

2

4 9.8 4 9.2
12 9.7 3 9
2 10 2 8.5
7 9.3 10 8.3
13 9 14 8

Total 47.8 Total 43

3

8 9.45 8 9.5
15 9.1 15 9.2
11 9 6 9
10 9 7 8.5
14 8.9 13 8

Total 45.45 Total 44.2
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Figure 4: Comparison of customer satisfaction of different vehicles.
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Figure 5: Comparison of satisfaction of different customers.

8 Mathematical Problems in Engineering



5. Conclusions

+e application of IoT technology in optimizing vehicle
routing can improve the reliability of the distribution
process, as well as real-time tracking and monitoring of the
distribution process. It can also provide key data

summarized by the route optimization model, such as the
state of the goods, the flatness of the route, and the time of
traffic jam.

Based on the improved GA and the classic vehicle path
optimization problem, the GA vehicle path optimization
model established has better optimization ability and shorter

Table 5: Comparison of vehicle distribution costs.

Vehicle (GA) Fixed cost Fuel consumption cost Penalty cost Total
1 120 33.65 11.92 165.57
2 120 25.43 15.31 16.74
3 120 38.62 13.16 171.78
Total 360 97.7 40.39 498.09
Vehicle (R) Fixed cost Fuel consumption cost Penalty cost Total
1 120 48.74 25.24 193.98
2 120 34.01 30.69 184.7
3 120 45.22 29.23 194.45
Total 360 127.97 85.16 573.13
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Figure 6: Distribution costs of different vehicles.
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Figure 7: Distribution cost composition proportion under the algorithm scheme.
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running time. By comparing distribution costs and customer
satisfaction, the data show that the algorithm model
established in this paper can improve customer satisfaction
and save distribution costs.

+erefore, in the optimization process, it is assumed that
each vehicle travels at the same speed. However, in reality,
there may be unexpected phenomenon of traffic congestion,
which affects the delivery time and cost to a large extent. Due
to limited time and knowledge, this study did not consider
this situation. +erefore, in the following research work, we
will focus on the limitations of this study and make the
research results closer to reality.
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+e data underlying the results presented in the study are
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