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Iris recognition refers to identifying individuals based on iris patterns, which have been widely used in security systems, such as
subway security and access control attendance, because everyone has a unique iris shape. In the study, we propose an OCaNet
model for the iris recognition task. First, binarized threshold segmentation is used to locate the pupil and the pupil boundary is
obtained; then, the Hough transform is applied to locate the outer edge of the iris; according to the located pupil and iris, the iris
area image is obtained through image segmentation; finally, the iris image is normalized to adjust each original image to the same
size and corresponding position, so as to eliminate the influence of translation, scaling, and rotation on iris recognition. Second,
the normalized iris images are both input into the octave convolution module and attention module. /e octave convolution
module is used to extract the shape and contour features of the iris by decomposing the feature map into high and low frequencies.
/e attention module is applied to extract the color and texture characteristics of the iris. Finally, the two feature maps are
concatenated and produce a distribution of output classes. Experimental results show that the proposed OCaNet model is
significantly more accurate.

1. Introduction

Iris recognition has been widely used in many fields, es-
pecially in biometric pattern recognition [1]; at the same
time, a lot of institutions and governments employ biometric
technology due to its high accuracy over other human
characteristics, such as handwriting and fingerprint [2].
Everyone has a unique pattern due to the significant dif-
ference between the complex textural pattern and color of
the iris stroma [3]. According to a report fromDaugman [4],
more than one billion people in the world electronically
register iris images in various databases around the world.
/us, iris recognition plays a key role in biometrics; it was
first proposed by Burch [5], and amounts of iris recognition
methods have emerged since then.

Conventional iris recognition methods require a high
degree of user cooperation (including position and posture),
and the illumination needs to be distributed. Currently, with

the development of deep learning, especially convolutional
neural networks (CNNs), it has been widely applied in the
task of object detection [6], image classification [7], and face
recognition [8]; meanwhile, it has also led to breakthroughs
in iris recognition, which shows good performance in rec-
ognition and classification scenarios. CNNs such as AlexNet
[9], ResNet [10], and MobileNet [11] are widely employed in
image classification. Liu et al. [12] applied CNNs to iris
recognition for the first time; hierarchical convolutional
neural networks and multiscale fully convolutional network
were proposed for iris segmentation. Zhao et al. [13] pro-
posed amethod based on the capsule network architecture in
iris recognition, and the dynamic routing method was ad-
justed to the network. Gangwar et al. [14] proposed
DeepIrisNet based on deep learning for iris recognition.
Experiments on the ND-CrossSensor-Iris-2013 [15] and
ND-IRIS-0405 datasets demonstrated that the proposed
network exhibited superior performance. Nguyen et al. [16]
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employed five different pretrained CNN networks on
ImageNet [17] dataset, the multiclass SVM was used as a
classifier for iris recognition, and the preliminary results
demonstrate that off-the-shelf CNN features were extremely
good at representing iris images and achieved promising
recognition results on CASIA-Iris-/ousand and ND-
CrossSensor-2013 datasets.

/ere are also some related research studies on iris
recognition using the deep learning network [12, 18–23]. In
2015, He et al. [24] proposed a deep residual learning
framework for image recognition; the characteristic of the
residual network is that it is easy to optimize and can in-
crease the accuracy by adding considerable depth. /e in-
ternal residual block uses skip connections to alleviate the
problem of gradient disappearance caused by increasing
depth in the deep neural network. /e network won the
image classification and object recognition in the ILSVRC
2015 challenge with a top-5 error rate of 3.57%. In 2018,Woo
et al. [25] proposed the convolution block attention module
(CBAM), which represented the attention mechanism
module for feed-forward convolution networks; for the
feature map generated by the convolutional neural network,
CBAM calculates the attention map of the feature map from
the two dimensions of channel and space, and then, the
attention maps are multiplied to the input feature map for
adaptive feature learning. CBAM is a lightweight universal
module, which can be incorporated into various convolu-
tional neural networks for end-to-end training. In 2020,
Wang [26] proposed an efficient channel attention (ECA)
module to overcome the paradox of performance and
complexity trade-off. Experimental results show that the
ECA module is an extremely lightweight plug-and-play
module. In 2019, Chen [27] introduced a new convolution
method called octave convolution; by means of scale-space
transformation and octave convolution operation, the net-
work can deal with the high and low frequency components
more clearly, and the computation of the low frequency
components can be saved. In the study, we choose ResNet18
as the backbone of the proposed network, and the octave
convolution and CBAM combined with ECA are used to
improve the performance of ResNet18. ECANet will be used
as the channel attention module, just as the fractal coding
algorithm [28], which was first proposed for image com-
pression. Many scholars have applied the algorithm to other
fields, such as image denoising [29], image segmentation
[30], and so on. Our proposed algorithm can recognize iris
images efficiently and also can be used as a feature extractor
for other visual tasks. However, these methods based on
salient features and color spatial information and iris rec-
ognition mainly focus on extracting the shape and contour
features.

Existing iris recognition methods can be divided into the
key steps. (1) Iris acquisition: eye images are captured from
an infrared camera. (2) Iris image processing: the iris region
needs to be segmented from the captured image; meanwhile,
in order to remove some inconsistencies in the size of the
segmented iris regions because of eye ball movement, ro-
tation of the camera, and pupil dilation, the segmented
region must be normalized to be converted into a region of

consistent size. (3) Iris classification: it is worth noting that
feature plays a key role in the image recognition. /erefore,
iris features will be extracted for iris recognition.

/is study conducts a study on iris recognition. First,
binarized threshold segmentation is used to locate the pupil,
and the pupil boundary is obtained; then, the Hough
transform is applied to locate the outer edge of the iris;
according to the located pupil and iris, the iris area image is
obtained through image segmentation; finally, the polar co-
ordinate transformation is used to normalize iris image.
Second, the normalized iris images are both input into the
octave convolution module and attention module. /e octave
convolution module is used to extract the shape and contour
features of the iris by decomposing the feature map into high
and low frequencies. /e attention module is applied to
extract the color and texture characteristics of the iris. /e
flowchart of our proposed method is shown in Figure 1.

/e idea of the study is to use ResNet18 as the backbone
network, incorporating CBAM, ECA, and the octave con-
volution modules, for iris recognition. It can improve the
accuracy of the ResNet18 network due to the addition of
CBAM and ECA modules. Incorporation of CBAM, ECA,
and the octave convolution modules with ResNet for image
classification is new for iris recognition. Our main contri-
butions of the study are as follows:

(1) To our best knowledge, there has been no standard
method for iris recognition. /is work is one of the
few innovative investigations on iris recognition
effectively.

(2) In order to solve iris image classification problems,
this study designed a model based on the octave
convolution module and the attention module

(3) We use ECANet as the channel attention module in
the proposed method, which avoids dimensionality
reduction, and increase the interaction of informa-
tion between channels

2. Methods

We proposed a double branch network structure and named
it OCaNet, consisting of the octave convolution module and
attention module. Compared with using a single network
structure, the accuracy was improved. /e proposed net-
work is shown in Figure 2.

Iris images are input into both the octave convolution
branch and attention module which perceive the same input
in two different views. /e octave convolution module is
composed of four OCT blocks, and each OCT block is
composed of two bottleneck cascades. Finally, the output of
the featuremaps extracted by the octave convolutionmodule
and attention module is concatenated and passed onto the
fully connected layer, which produces a distribution of
output classes. /e network structural parameters are given
in Table 1./e number of training epochs was generally kept
constant at 300 epochs, learning rate is 1e-3, and the mo-
mentum is 0.9. /e model is trained using the Adam op-
timizer [31]. Weight decay is used to avoid overfitting of the
model, and weight decay is 5e-4.
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Figure 1: /e framework for iris recognition. /e iris image is segmented using binarized threshold and Hough transform and then
geometrically normalized using polar coordinate transformation. Features are next extracted using the proposed OCaNet.
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Figure 2: /e proposed network architecture. It is divided into an attention module and an octave convolution module.

Table 1: Related parameters of different layers.

Network Layer name Layer type Related parameters
— Conv1 Conv2D 7× 7, 64, stride 2

— Pool1 MaxPool2d 3× 3, 64, stride 2

OCT module OCT block 1 Convolution
1 × 1, 64, stride 1
3 × 3, 64, stride 1
1 × 1, 64, stride 1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 2

OCT block 2 Convolution
1 × 1, 128, stride 2
3 × 3, 128, stride 2
1 × 1, 128, stride 2

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 2

OCT block 3 Convolution
1 × 1, 256, stride 2
3 × 3, 256, stride 2
1 × 1, 256, stride 2

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 2

OCT block 4 Convolution
1 × 1, 512, stride 2
3 × 3, 512, stride 2
1 × 1, 512, stride 2

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 2
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/e OCaNet model combines the advantages of the two
modules by paralleling the two networks: OCTmodule and
attention module. /e multifaced characteristics of the iris
will be extracted by the twomodules./e octave convolution
module is used to extract the shape and contour features of
the iris by decomposing the feature map into high and low
frequencies. /e attention module is employed to extract the
color and texture characteristics of the iris. /e combination
of the two effectively makes up for the lack of feature ex-
traction with a single structure.

2.1. Octave Convolution. In this study, we use the existing
CNN ResNet18 to extract features from iris images. ResNet
has been widely used in areas such as image recognition,
segmentation, and detection due to the advantage of simple
and practical. /e input image size is 64× 64 pixels, and the
“bottleneck design” is used in ResNet18 to reduce the
number of parameters. /e architecture of the bottleneck is
shown in Figure 3.

Unlike existing multiscale methods, octave convolution
can be directly used to replace the vanilla convolution and
can be inserted to regular convolutional networks without
special adjustment. Since octave convolution focuses on
reducing the redundancy in the CNN spatial dimension, it is
orthogonal and complementary to the existing methods that
focus on the network topology design and reduce network
features easily. /e goal of octave convolution is to effec-
tively process the high and low frequencies. /e detailed
process of the octave convolution is shown in Figure 4.

As stated in Chen et al. [27], let X and Y be the factorized
input and output tensors. During convolution, X ∈ RC×h×W

can be decomposed into the low-frequency tensor
XL ∈ Rα×C×h×W and the high-frequency tensor
XH ∈ R(1− α)C×h×W, where XH denotes details, XL denotes
the overall structure, and α ∈ [0, 1] represents the ratio of
channels allocated to the low-frequency part and the low-
frequency feature maps. When calculating low-frequency
output feature maps, it is necessary to use average pooling
for downsampling of high-frequency input features. After
that, the calculation formula is as follows:

f(H⟶ H) � Conv X
H

 ,

f(H⟶ L) � Conv avgpoolXH
 ,

f(L⟶ H) � upsample Conv X
L

  ,

f(L⟶ L) � Conv X
L

 ,

(1)

where f(H⟶ H) and f(H⟶ H) represent the intra-
frequency update, while f(H⟶ L) and f(L⟶ H)

represent the interfrequency communication. /e output
feature maps of low-frequency and high-frequency can be
calculated:

Y
H

� f(H⟶ H) + f(L⟶ H),

Y
L

� f(H⟶ L) + f(L⟶ L).
(2)

/e vanilla convolutions of OCT blocks in the proposed
network are replaced with octave convolutions. In the study,
we set the first octave convolution input and the last octave
convolution output to all high frequencies. For all other
octave convolutions, weighing accuracy, and calculation
amount, we set α � 0.5.

2.2. Attention Block. CBAM represents the attention
mechanism module of the convolution module. It is an
attention mechanism module that combines spatial and
channel, which has proven to be an effective network.
Figure 5 shows the attention block.

As described in [25], given an intermediate feature map
X ∈ RC×W×h as input, where C is the number of channels, W

and h are the width and height of the reduced image ob-
tained after convolution. /e attention model successively
establishes a 1D channel convolution layer MC ∈ RC×1×1 and

1×1

3×3

relu

relu

relu

1×1

Figure 3: Bottleneck architecture.

Table 1: Continued.

Network Layer name Layer type Related parameters
Pool3 AdaptiveAvgPool2d 1, 1

Attention module EA_1 Attention 3 × 3, 64, stride 2  × 4
Attention_2 Attention 3 × 3, 128, stride 2  × 4
Attention_3 Attention 3 × 3, 256, stride 2  × 4
Attention_4 Attention 3 × 3, 512, stride 2  × 4

Pool2 AdaptiveAvgPool2d 1, 1
— FC Inner product —

4 Mathematical Problems in Engineering



a 2D spatial convolution MS ∈ R1×W×h. /e formulas are as
follows:

X′ � MC(X)⊗X,

Y � MS X′( ⊗X′,
(3)

where ⊕ represents element-wise multiplication. Y is the
final refined output.

In the study, we use ECANet as the channel attention
module, and each channel of a feature map is considered as a
feature detector [32], given the aggregated feature maps MC

obtained by global average pooling (GAP); then, the kernel
size is adaptively computed by a mapping of channel

dimension C. Finally, the channel weights are generated by
performing a fast 1D convolution of size k, where k � 3.

/e spatial attention module is used to extract the re-
lationship of the internal space and calculate in which a small
part should be focused on. /e input of the module is the
data processed by channel attention. Average pooling and
max pooling methods are applied to compress the values of
multiple channels. To a single channel, go through a 2-di-
mensional convolution in the spatial layer and calculate the
weight of the space. /e specific method is shown in the
following formula:

Ms(X) � σ f
3×3

([AvgPool(X); MaxPool(X)])  � σ f
3×3

X
s
avg; X

s
max   , (4)

where σ represents the sigmoid function, and f3×3 de-
notes a convolution operation with the filter size of 3 × 3,
which is composed of convolution, normalization, and
ReLU.

/erefore, we use ECANet as the channel attention
module in the proposedmethod, which avoids dimensionality
reduction, and increase the interaction of information be-
tween channels, while reducing complexity while maintaining
performance (through one-dimensional convolution).

2.3. Fusion and Decision Layers Design. Shervan [33] pro-
posed local ternary patterns and a multilayer neural network,
which provides a new network topology. At the same time, the
author points out that multilayer perceptrons are often used
to visual pattern identification. /e last bottleneck architec-
ture of the ResNet18 network is connected to the average
pooling layer and output 512-dimensional features, then the
output of the feature maps extracted by the octave convo-
lution module and attention module is concatenated. /e

GAP

C×W×h

MaxPooling
1×W×h

2×W×h C×W×h
…

1×W×h

concat
Ms

1×W×h
AvgPooling

Y

C×W×h

X
K=3

1×1×C 1×1×C

Channel Attention Module
Spatial Attention Module

Mc

X’

Figure 5: Attention block.
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concatenated features are fed into the fully connected layer.
We used cross-entropy loss as the loss function:

Loss(x, label) � −wlabellog
e

Xlabel


N
j−1 e

Xj
� wlabel −Xlabel + log

N

j−1
e

Xj⎡⎢⎢⎣ ⎤⎥⎥⎦,

(5)

where w ∈ RN is the activation value with Softmax, N is the
dimension of X, label ∈ [0, C − 1] is the corresponding label,
and w ∈ RC is a vector with dimension C, which is applied to
represent the weights of labels.

3. Experiments and Results

3.1. Dataset. In the study, we select CASIA-Iris-/ousand
database. CASIA-Iris-/ousand [34] is a subset of the
CASIA-IrisV4 database, with the total number of 20000
images, consisting of left and right eye images of 1000 in-
dividuals. /e database is with images of size 640× 480.
Examples of the database are shown in Figure 6.

3.2. Image Preprocessing. In general, the obtained images
contain not only the useful information but irrelevant in-
formation, such as the eyelashes and whites of the eyes, and
in a highly noninvasive system, the position and size of the
iris in the image will change due to no requirements on the
subject. /erefore, before performing iris recognition, it is
necessary to determine the position of the iris in the image
and perform operations such as normalization. /e specific
process is shown in Figure 7.

We need to isolate the actual iris region from the original
images to remove the influence of eyelids, eye fluid, and tiny
tissues, eliminate noise interference, use translation

transformation and image alignment methods to eliminate
shift, scale, and rotate, and remove interference due to noise
such as reflections.

/e part of the iris that contains the texture is the part
between the two approximately circular borders inside and
outside. However, these two circles are not completely
concentric, and we need to deal with the inner and outer
boundaries separately. Iris positioning is a key link in the iris
recognition system. /e accuracy of the positioning directly
affects the follow-up work, and the iris positioning is also the
most time-consuming part of the whole process. In the
study, first, the binarization threshold segmentation is used
to locate the pupil, and the pupil boundary can be obtained.
/en, the Canny operator is applied to extract the edge of the
original image, and the Hough transform is used to locate
the outer edge of the iris. According to pupil positioning and
iris positioning, image segmentation is performed to obtain
an image of the iris area.

After the segmentation image is obtained, normalization
is performed to adjust each original image to the same size
and corresponding position, thereby eliminating the impact
of translation, scaling, and rotation on iris recognition. In
this step, all of the input images were just resized.

In the study, we use polar coordinate changes to nor-
malize the iris. /e iris region I(x, y) can be mapped from
the Cartesian coordinate (x, y) to the polar coordinate
(r, θ), and the process can be expressed as

I(x(r, θ), y(r, θ))⟶ I(r, θ), (6)

where r ∈ [0, 1], θ ∈ [0, 2π] is an angle. /e inner and outer
boundaries of the iris are both circular; starting from the
center of the pupil, the coordinates of the intersection with
the inner and outer boundaries of the iris are (xp(θ), yp(θ))

and (xs(θ), ys(θ)), respectively. /en, map each point in the
iris image to the polar coordinate (r, θ), and the following
formulas are used:

x(r, θ) � (1 − r)xp(θ) + rxs(θ)

y(r, θ) � (1 − r)yp(θ) + rys(θ)

⎧⎨

⎩ (7)

Finally, the normalized iris image is fed into the OCaNet
model to recognize the iris image.

3.3.EffectofDifferentModels. In order to verify the efficiency
of the model proposed in the study, we compared the ac-
curacy of different models on the iris image database. /e
batch size is 32. /e model was trained for, at most, 300
epochs. /e loss and accuracy curves of different models on

Figure 6: Sample images from CASIA-Iris-/ousand.

Start 

Iris Detection

Iris Segmentation

Normalization 

Figure 7: Flowchart of the iris recognition.
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Table 2: Comparison of performance between different models on iris image.

Model Accuracy (%) Number of misjudgments
AlexNet 62.46 1235
ResNet50 84.34 515
ResNet18 86.07 458
MobileNet 87.87 399
OCaNet (ours) 91.52 279
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the iris dataset are shown in Figure 8. It can be seen from the
change of accuracy and loss with epoch in Figure 8 that the
changes in the accuracy and loss during the entire training
process are relatively smooth.

In the entire network training stage, the fastest and
smoothest convergence is the proposed network, the slowest
convergence is AlexNet. After 29 epochs, the loss quickly
dropped from the initial 1.8 to less than 0.2. After 59 epochs,
the network convergence begins to show a more obvious
slowdown, and the curve shows small fluctuations in the
process, the network loss decreased from 0.2 to 0.05. After 94
epochs, the loss of the network gradually stabilizes, and there
is no loss in the subsequent training process.

In the early stage of training, the accuracy of our network
reaches more than 96%, and after 59 epochs, the accuracy of
the network gradually stabilized, the curve fluctuations are
very small, and the entire network tends to be saturated, and
there is no loss in the subsequent training process.

/e comparison of performance between different
models on iris image is given in Table 2. From Table 2, we
can observe that compared with other models, the proposed
model achieves the best result, which has an accuracy of
91.52%.

3.4.Effect ofDifferentModules. In this part, we compared the
network with two separate modules on the iris image da-
tabase. /e batch size is 32. /e model was trained for, at
most, 300 epochs. /e loss and accuracy curves of different
modules on the iris dataset are shown in Figure 9.

It can be seen from the change of accuracy and loss with
epoch in Figure 9 that for the training dataset, the loss values
of the network with attention module and the network with
the octave convolution module are slightly lower than those
of OCaNet. As such, OCaNet showed a slightly better
performance than the network with the attention module
and the network with the octave convolution module on the
training dataset. /erefore, our proposed model provided
the highest accuracy and the lowest loss among all models on
the training dataset.

We compare the accuracy of the network with a single
module, and the performance of different models on the iris
database is given in Table 3. From the results, we can observe
that ResNet18 with CBAM has the lowest accuracy. /e
models with the modules (octave convolution and attention
module) clearly outperformed the original models, which
indicates that ResNet18 with the two modules are suitable
for recognizing iris. Compared with ResNet18, the accuracy
of ResNet18 with the octave convolution module and
ECA+CBAM(ECBAM)module have increased by 3.2% and

3.5%, respectively. However, the accuracy of ResNet18 with
CBAM has reduced by 1.97%, which indicates that ResNet18
with the CBAM module is not suitable for recognizing iris.
However, the proposed model in the study achieves the
highest accuracy, and these results demonstrate the effec-
tiveness of the ECBAM for iris recognition.

3.5. Results Evaluation. To verify the feasibility of the net-
work proposed in this study, we also compared the accuracy
of single model networks and the networks with the OCa
module./e results are given in Table 4. From the results, we
can observe that the OCa module achieves notable gain over
ResNet50, MobileNet, and ResNet18./eOCamodule using
ResNet18 as backbone achieves 1.67% and 6.17% gains over
using ResNet50 and MobileNet as backbone models, re-
spectively. /ese results verify that the OCa module has a
good ability to enhance ResNet50, MobileNet, and ResNet18
for iris recognition. In summary, the experimental results
show that the OCa module can well improve the perfor-
mance of the network, which is suitable for iris recognition.

4. Conclusions

In this study, we propose an OCaNet model based on octave
convolution and attention mechanism for iris recognition.
/e iris images are simultaneously fed into the octave
convolution module and attention module, and the octave
convolution module is used to extract the shape and contour
features of the iris by decomposing the feature map into high
and low frequencies. /e attention module is applied to
extract the color and texture characteristics of the iris. Fi-
nally, the two feature maps are concatenated and produces a
distribution of output classes. /e proposed method has
obvious advantages over other methods; this indicates that
the proposed method is more suitable for iris recognition.

Experimental results demonstrate that a deep network
with an octave convolution module and attention module is
efficient for iris recognition. In the test of the CASIA-IrisV4
database, OCa+ResNet18 has the highest accuracy of

Table 3: Comparison of performance between different modules on the iris dataset.

Model Accuracy (%) Number of misjudgments
ResNet18 86.07 458
CBAM+ResNet18 84.10 523
Oct +ResNet18 (Oct module) 89.27 353
ECBAM+ResNet18 (A module) 89.57 343
OCaNet (ours) 91.52 279

Table 4: Comparison of performance between the single modal
network and multimodal network.

Model Accuracy (%) Number of misjudgments
ResNet50 84.34 515
OCa–ResNet50 85.35 482
MobileNet 87.87 399
OCa–MobileNet 89.85 334
ResNet18 86.07 458
OCaNet (ours) 91.52 279
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91.52%, compared with the existing state-of-the-art
methods. In future, we intend to apply the proposed method
to other image classification areas, such as natural scene
images, TV news channel video frames, and other textual
images.
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