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This paper studies the energy efficiency optimization problem for coordinated multipoint (CoMP)-enabled and backhaul-constrained ultra-dense small-cell networks (UDNs). Energy efficiency is an eternal topic for future wireless communication networks; however, taking actual bottleneck of the backhaul link and the coordinated network architecture into consideration, it is difficult to find an effective way to improve the energy efficiency of the network. Aiming at this problem, we propose to combine cell association, subchannel allocation, backhaul resource allocation, and sleep/on of the cells together to develop an optimization algorithm for energy efficiency in UDN and then solve the formulated energy efficiency optimization problem by means of improved modified particle swarm optimization (IMPSO) and linear programming in mathematics. Simulation results indicate that nearly 13% energy cost saving and 21% energy efficiency improvement can be obtained by combining IMPSO with linear programming, and the backhaul link data rate can be improved by 30% as the number of small cells increases. From the results, it can be found that by combining IMPSO with linear programming, the proposed algorithm can improve the network energy efficiency effectively at the expense of limited complexity.

1. Introduction

To adapt to the ever-increasing volume of wireless traffic, industry and academic groups have paid much attention to the standardization process and theoretical research on 5G and beyond (B5G) and sixth generation (6G) networks [1]. To address the challenges of the future networks, a variety of advanced technologies were proposed. From the aspect of bandwidth enlargement, millimeter-wave and terahertz communication were proposed, which extended the transmission bandwidth of the wireless communication system with the help of the higher frequency band [2]. From the aspect of spectrum efficiency, state-of-the-art technologies such as massive multiple-input and multiple-output (massive MIMO) and intelligent reflective surface (IRS) were proposed to take full advantage of radio frequency spectrum [3, 4]. Ultra-dense small-cell networks (UDNs) were proposed to further improve network throughput by deploying lower power small cells and narrowing the distance from users to their serving cells, finally enhancing the signal strength of the users [5, 6]. In addition, to provide ever faster and higher quality of data services, fog-enabled UDNs which have communication, computing, and caching (3C) functions in small cells have been developed and have become an imperative trend for the future networks [7].

According to [8], nearly 80% of the energy consumption of information and communication technology (ICT) is caused by base station (BS) side [9]. In UDN, the energy...
consumption of a small cell is lower than that of a macrocell; however, the total energy consumption of the network would grow rapidly as the density of small cells increases, and this growth would become more rapid when fog-related functions are enabled [10]. As a result, how to improve the throughput while reducing the energy consumption of the system becomes a tough problem which challenges the deployment of UDN. This problem can be summarized as an energy efficiency optimization problem in which the energy efficiency is represented by the ratio of network throughput and the corresponding energy consumption. However, considering the fractional form of energy efficiency, how to maximize the network energy efficiency is still a challenging problem [11, 12].

In fog-enabled UDN, along with the increase of the density of small cells, not only the energy consumption would become higher but also the inter-cell interference (ICI) would become much more serious. Coordinated multipoint (CoMP) transmission/reception is an effective technique to mitigate ICI or transform the interfering signals to useful signals through processing the potential interference between BSs coordinately [13]. Joint transmission (JT), as one of the CoMP technologies, can unite multiple small cells and send the same data to the same user at the same time by adjusting the cell association matrix, and hence the signal-to-interference-plus-noise ratio (SINR) of the user can be improved, which finally promotes the network throughput [14]. However, in CoMP JT, the increasing number of the small cells and the simultaneous transmission of identical data to the same user will bring in additional energy consumption and backhaul burden. Therefore, how to adjust the cell association matrix in CoMP JT to balance the network throughput gain and network energy consumption to maximize the energy efficiency becomes a research hotspot. In addition, according to [15], with the increasing number of small cells, the aggregated data rate is approaching the upper limit that the backhaul link can withstand, and this aggregated data rate is proportional to the backhaul energy consumption; therefore, the corresponding backhaul energy consumption cannot be ignored either. According to the above research studies, how to allocate the data rate of backhaul link to balance the backhaul capacity gain and the corresponding energy consumption to maximize the achieved energy efficiency while the requirement of users’ data rate can be met becomes an open topic. According to above reasons, how to model the energy efficiency maximization in CoMP JT while the requirement of users data rate is satisfied and considering the backhaul data rate constraint becomes an important research direction in fog-enabled UDN.

1.1. Related Works. There have been several research studies on the energy efficiency in CoMP. In [16], the authors investigated CoMP JT in the multitter UDN and analyzed the performance of network energy efficiency. In [17], the system energy efficiency maximization problem in hybrid-powered heterogeneous network (HetNet) is solved by joint optimization of data and energy among coordinated BSs. In [18], the authors focused on the CoMP JT in nonorthogonal multiple access (NOMA) and proposed a distributed power optimization approach which can obtain significant gains in energy efficiency.

Some works pay more attention to the energy-efficient cell association. In [19], the authors investigated the user-cell association problem for energy efficiency and spectral efficiency trade-off, and a Lagrange duality and game-based user-cell association algorithm was developed. The probability expressions for cell association in terms of different cell association bias values, BS density ratios, and probabilities of line of sight link are given, and the relationship between coordinated cluster and average energy efficiency is obtained in reference [20]. In [21], the authors investigated the energy consumption minimization problem by jointly optimizing the BS sleeping and cell association under the constraints of SINR and power. In [22], the authors proposed a cell association and beamforming scheme with the consideration of the local edge processing capability of the access points.

Numerical relevant studies about backhaul link constraint in UDN have been investigated. Some backhaul related research trends and challenging issues for the future networks are summarized in [23]. In [24], the authors studied the backhaul capacity and backhaul energy efficiency and pointed out the importance of cooperative and backhaul in UDN. In [25], the authors discussed the relationship between radio resource management (RRM), such as interference management, cell association, and scheduling, and backhaul link solutions and proposed a backhaul-aware RRM schemes in 5G small cells. A backhaul-aware cell selection algorithm to maximize the ergodic capacity for heterogeneous networks (HetNets) was proposed in [26].

Several studies about cell association under backhaul constraint have been investigated in recent years. In [27], the authors elaborated on cell selection policies and proposed a new cell selection algorithm considering the backhaul constraints and end-to-end performance requirements for 5G networks. In [28], the joint user association and content placement problem in UDN is investigated, where the delay and capacity at backhaul links are taken into consideration. In [29], the authors maximized energy efficiency in small-cell networks by jointly adjusting cell association and radio resource allocation under the constraints of quality of service and backhaul link capacity. From the aforementioned literatures, energy efficiency maximization problem for the future cooperative UDN with backhaul link constraint is rarely considered.

1.2. Motivation and Contribution. According to the discussion above, although there have been many research studies on energy efficiency in UDN, these studies have not considered the application of CoMP in future networks and the corresponding network complexity brought by it. Besides, considering the actual capacity bottleneck of the backhaul link, optimization of energy efficiency has become a major problem in UDN with CoMP. Motivated by the reasons above, in this paper, the optimization problem of energy efficiency is studied for UDN with CoMP JT, and an
energy efficient resource allocation algorithm is proposed to solve the network complexity problem caused by CoMP under the bottleneck of the backhaul link capacity.

In detail, the energy efficiency optimization problem in the CoMP-enabled and backhaul-constrained UDN is formulated into an energy efficiency maximization problem which can be implemented by jointly adjusting the sleep/on indicator, the cell association matrix, and the backhaul link data rate, and the data rate constraints of the users and the backhaul links are taken into account. Since the sleep/on indicator, cell association, and backhaul link data rate allocation are tightly coupled with the energy consumption of both small cells and backhaul links, the closed-form solution of the problem is difficult to be obtained. Under such circumstances, we utilize the decomposition method to transform the original mixed integrate nonlinear fraction programming problem into two subproblems. The first subproblem is to minimize the energy consumption by optimizing the sleep/on indicator and cell association matrix while satisfying users’ data rate requirement. This subproblem is a nonlinear zero-one programming problem which can be solved by improved modified particle swarm optimization (IMPSO). Based on the obtained optimal sleep/on indicator and cell association matrix, the upper and lower bounds of the backhaul link data rate can be derived. Therefore, the second subproblem is to maximize the minimal achievable energy efficiency of the network by optimizing the backhaul link data rate under the obtained upper and lower bounds, which is a linear fractional programming problem. Because of the positive denominator, the second subproblem can be proved to be a quasiconvex optimization problem which can be transformed into the equivalent linear programming problem and solved by linear programming. Numerical results display that, compared with the existing algorithms, the proposed algorithm can obtain a higher network energy efficiency, higher backhaul link support, and lower energy consumption. The performance of energy efficiency shows a decreasing trend with the increasing number of small cells due to the multiplied energy consumption of the small cells and the increasing interference among cells. In addition, although the backhaul link energy consumption of the proposed algorithm is higher than the existing algorithms, total energy consumption of the network is much lower.

The main contributions are as follows:

(i) Different from the existing works, energy efficiency optimization problem in UDN under the scenario of CoMP JT and limited backhaul link capacity is considered, where more than one cell can be selected as the cooperative serving cells for a user while the data rate requirement of users should be guaranteed under the backhaul link constraint.

(ii) A mixed-integer nonlinear programming problem for joint optimization of the sleep/on indicator, the cell association matrix, and the backhaul link data rate to maximize the energy efficiency of network under the constraints of backhaul links and users’ data rate requirement is formulated. Because of the coupling relationship among the variables, the focused problem is challenging to be solved.

(iii) To solve the formulated complex problem, decomposition method is adopted to transform the original problem into two subproblems. The first is to minimize the energy consumption of the network by controlling the sleep/on status of the cells and the serving cells of the users. The second is to maximize the minimum energy efficiency by allocating backhaul link data rate.

(iv) A joint optimization algorithm based on the combination of IMPSO and linear programming is proposed to solve the focused energy efficiency optimization problem. Besides, to enable the proposed algorithm, the upper and lower bounds of the backhaul link constraint are derived.

(v) Simulations are implemented to validate the effectiveness of the proposed algorithm in terms of the network energy efficiency. The impact of the number of users and small cells on the energy efficiency, energy consumption, and backhaul link data rate is evaluated and discussed.

The organization of the rest of this paper is as follows. A brief introduction on the system model is given in Section 2. In Section 3, a network energy efficiency maximization problem with data rate constraints of users and backhaul link in UDN with CoMP JT is formulated. An energy-efficient cell association and backhaul link optimization algorithm is proposed in Section 4. The transformed energy consumption minimization subproblem with users’ data rate requirement is formulated as a nonlinear zero-one programming problem, and an IMPSO-based cell association algorithm is proposed in Section 4.1. In Section 4.2, we propose a linear programming-based backhaul link data rate allocation algorithm to solve the second transformed subproblem. Results of the numerical simulation are presented and analyzed in Section 5, and the conclusion is presented in Section 6.

2. System Model

Consider the downlink transmission of an orthogonal frequency division multiplexing (OFDM) technology-assisted and fog-enabled UDN. As shown in Figure 1, the entire network consists of $N_C$ small cells, $N_S$ switches, several users, forward/backhaul links, and a center unit. Small cells are equipped with communication and caching functions. The forward links are wireless links between small cells and users, and the backhaul links are the wired links between switches and small cells. Each user $u$ has its own data rate requirement $R_u$. Based on the location of the requested contents of the users, users in the network are divided into two sets. The first set contains the users whose required contents have been cached in the small cells. The second set contains the users whose requested contents have not been cached in the small cells, denoted as $\mathcal{U} = \{u_1, u_2, \ldots, u_{N_U}\}$, where $N_U$ is the number of users in $\mathcal{U}$. Since the required
contents have not been cached in the small cells, users in \( \mathcal{U} \) have to fetch contents from the center unit through switches and backhaul links. The switches have a common quota data rate. The resource allocation on switches and small cells is conducted by the core network. Suppose the network uses a dedicated portion of resources to serve the users whose required contents have been cached in the small cells; in this paper, resource allocation to users in \( \mathcal{U} \) is focused. The set of small cells and switches is \( \mathcal{C} = \{ c_1, c_2, \ldots, c_N \} \) and \( \mathcal{S} = \{ s_1, s_2, \ldots, s_{N_S} \} \), respectively. The content data requested by the users in \( \mathcal{U} \) are firstly delivered from the center unit to the switches connected to the core network and then sent to the small cells through backhaul links. Finally, the required contents are delivered to users.

In this paper, we denote the open access mode as the access criterion and the users can select one or multiple small cells as their serving cells by CoMP JT technology. The total frequency bandwidth shared among all small cells to serve the users in set \( \mathcal{U} \) is \( W \), which is equally allocated to \( L \) subchannel whose set is \( \mathcal{L} = \{ 1, 2, \ldots, L \} \). The subchannels of a small cell are allocated the same transmission power [30]. The cell association matrix between small cell and users can be expressed as \( \mathcal{A} = \{ a_{c,u} \} \), in which \( a_{c,u} \in \mathcal{A} \) is the cell association index. If user \( u \) is associated with small cell \( c \), \( a_{c,u} \) is equal to 1; otherwise, \( a_{c,u} \) is equal to 0.

Denote the transmission power of each subchannel in small cell \( c \) as \( p_{c} \), \( c \in \mathcal{C} \), the reference signal received power (RSRP) \( p_{c,u} \) of user \( u \) from small cell \( c \) is

\[
p_{c,u} = p_{c} G_{c,u}, \quad c \in \mathcal{C}, u \in \mathcal{U},
\]

where \( G_{c,u} \) represents the average channel gain which consists of antenna gain, shadow fading, and path loss between small cell \( c \) and user \( u \). In fact, a real system should avoid frequent handover when the users’ serving cell is selected [27]. Compared with the time scale of small-scale fading, the cell association adjustment in a large time scale is much slower. This is because the cell association adjustment has a coupled relationship with the serving cell decision of the users. Therefore, like references [27, 28], in this paper, we do not consider the small-scale fading case when we calculate the average channel gain. The SINR of user \( u \) is calculated by

\[
y_{c,u} = \frac{\sum_{c \in \mathcal{C}} a_{c,u} p_{c} G_{c,u}}{\sum_{c \in \mathcal{C}} p_{c} G_{c,u} - \sum_{c \in \mathcal{C}} a_{c,u} p_{c} G_{c,u} + \sigma^2}
\]

where \( \sigma^2 \) is the noise power of each subchannel. The average data rate of each subchannel of user \( u \) is

\[
R_{c,u} = \frac{W}{L} \log_2 \left( 1 + \frac{\sum_{c \in \mathcal{C}} a_{c,u} p_{c} G_{c,u}}{\sum_{c \in \mathcal{C}} p_{c} G_{c,u} - \sum_{c \in \mathcal{C}} a_{c,u} p_{c} G_{c,u} + \sigma^2} \right),
\]

Considering that each user has its own data rate requirement \( R_{u} \), the required number of subchannels for user \( u \) is \( n_{c,u} = \lceil R_{u}/R_{c,u} \rceil \), where \( \lceil x \rceil \) is the minimum integer which is not less than \( x \). According to the linear approximation energy consumption model given by Earth Project, the energy consumption of small cell \( c \) is

\[
p_c = \begin{cases} 
 p_c^h + \Delta_p p_c \sum_{u \in \mathcal{U}} \sum_{l \in \mathcal{L}} a_{l,c,u}^d, & N_c > 0, \\
 p_c^b, & N_c = 0,
\end{cases}
\]

where \( p_c^h \), \( p_c^b \), and \( p_c \) denote the energy consumption of small cell \( c \), the hardware energy consumption of small cell \( c \) in ideal state, and the hardware energy consumption of small cell \( c \) in sleep state, respectively. \( \Delta_p \) is the reciprocal of power amplifier efficiency of small cell \( c \) and \( a_{l,c,u}^d \in \mathcal{A} = \{ a_{1,1}, a_{1,2}, \ldots, a_{N_c, N_{s}} \} \) is an association index indicating whether the subchannel \( l \) of small cell \( c \) is allocated to user \( u \). The backhaul energy consumption is

\[
p_b = \sum_{s \in \mathcal{S}} \beta_{c,s} x_{c,s}, \quad \forall s \in \mathcal{S},
\]

where \( \beta_{c,s} \) is the energy consumption slope and \( x_{c,s} \in \mathcal{X} = \{ x_{1,1}, x_{1,2}, \ldots, x_{N_c, N_{s}} \} \) is the data rate of backhaul link between small cell \( c \) and switch \( s \).

Considering the data rate on the forward/backhaul links and the corresponding energy consumption of the backhaul links together, energy efficiency of the network can be calculated by

\[
\eta_{EE} = \frac{\sum_{c \in \mathcal{C}} \min \{ \sum_{u \in \mathcal{U}} \sum_{l \in \mathcal{L}} a_{l,c,u}^d R_{c,u} + \sum_{s \in \mathcal{S}} \beta_{c,s} x_{c,s} \}}{\sum_{c \in \mathcal{C}} \left[ (1 - \delta_c) p_c^h + \delta_c (p_c^h + \Delta_p p_c \sum_{u \in \mathcal{U}} \sum_{l \in \mathcal{L}} a_{l,c,u}^d) + \sum_{s \in \mathcal{S}} \sum_{l \in \mathcal{L}} \beta_{c,s} x_{c,s} \right]},
\]
where $\delta_c \in \mathcal{B} = \{\delta_1, \delta_2, \ldots, \delta_N_{c}\}$ is the cell sleep/on indicator. When the number of users is zero in the small cell $c$, small cell $c$ can be turned into sleep state, i.e., $\delta_c = 0$; otherwise, $\delta_c = 1$.

3. Problem Formulation

Aiming at finding optimal $\mathcal{A}$, $\mathcal{B}$, $\mathcal{X}$, and $\mathcal{S}$ to maximize the achieved energy efficiency of the network with CoMP JT while satisfying the constraints of cell association relationship, users’ data rate requirements, and backhaul link data rate, we formulate the optimization problem as $P1$:

\begin{equation}
\text{P1: } \max_{\mathcal{A}, \mathcal{B}, \mathcal{X}, \mathcal{S}} \eta_{EE} = \frac{\sum_{c \in \mathcal{C}} \min\left\{\sum_{\ell \in \mathcal{L}} \alpha^\ell_c \mathcal{R}_{c,u}, \sum_{s \in \mathcal{S}} \beta^c_x \mathcal{R}_{c,s} \right\}}{\sum_{c \in \mathcal{C}} \left(1 - \delta_c\right) p^c_c + \delta_c \left( p^b_c + \Delta_c p^s_c \sum_{\ell \in \mathcal{L}} \sum_{s \in \mathcal{S}} \alpha^\ell_c \mathcal{R}_{c,u}\right)} + \sum_{s \in \mathcal{S}} \delta_c \sum_{c \in \mathcal{C}} \beta^c_x \mathcal{R}_{c,s},
\end{equation}

subject to:

\begin{align}
\alpha^\ell_c &\in \{0, 1\}, \delta_c \in \{0, 1\}, a_{c,u} \in \{0, 1\}, \quad \forall c \in \mathcal{C}, \forall u \in \mathcal{U}, \forall \ell \in \mathcal{L}, \tag{7b} \\
 x_{c,s} &\geq 0, \quad \forall c \in \mathcal{C}, \forall s \in \mathcal{S}, \tag{7c} \\
 a_{c,u} &\geq a^\ell_{c,u}, \quad \forall c \in \mathcal{C}, \forall u \in \mathcal{U}, \forall \ell \in \mathcal{L}, \tag{7d} \\
 \sum_{c \in \mathcal{C}} a_{c,u} &\geq 1, \quad \forall u \in \mathcal{U}, \tag{7e} \\
 \sum_{u \in \mathcal{U}} \sum_{c \in \mathcal{C}} \alpha^\ell_c \mathcal{R}_{c,u} &\leq \delta_c \mathcal{L}, \sum_{c \in \mathcal{C}} \sum_{\ell \in \mathcal{L}} \alpha^\ell_c \mathcal{R}_{c,u} \geq \mathcal{R}_{c,u}, \quad \forall u \in \mathcal{U}, \forall c \in \mathcal{C}, \tag{7f} \\
 \sum_{s \in \mathcal{S}} x_{c,s} &\geq \sum_{s \in \mathcal{S}} a_{c,s} \mathcal{R}_{c,s}, \quad \forall c \in \mathcal{C}, \tag{7g} \\
 \sum_{c \in \mathcal{C}} x_{c,s} &\leq \bar{q}_s, \quad \forall s \in \mathcal{S}, \tag{7h}
\end{align}

where $\bar{q}$ is the quota data rate of each switch. The energy efficiency of network can be taken as the objective function (7a) and the optimization variables are the cell association matrix, the subchannel occupied cell association matrix, cell sleep/on indicator, and backhaul link data rate. (7b) and (7c) denote the range of the cell association index, the subchannel occupied cell association index, cell sleep/on indicator, and backhaul link data rate, respectively. (7d) indicates the relationship between the cell association index and the sub-channel occupied cell association index. (7e) indicates that users can be associated with not less than one small cell due to CoMP JT technology. (7f) indicates that each small cell should meet the sum of subchannel constraint and each user should meet the users’ data requirement. (7g) indicates that the allocated backhaul link data rate of each small cell should not be less than the users’ data rate requirement of each small cell. (7h) is quota data rate constraint of each switch.

4. Energy-Efficient Cooperative Cell Association and Backhaul Link Optimization Algorithm

Similar to [24], in this paper, we consider the case that the backhaul link data rate cannot meet the forward link data rate of small cell $c$. That is to say, $\sum_{u \in \mathcal{U}} \sum_{c \in \mathcal{C}} \alpha^\ell_c \mathcal{R}_{c,u} > \sum_{c \in \mathcal{C}} x_{c,s}$. So, the optimal solution of optimization problem $P1$ cannot be obtained when the forward link data rate of small cells is not less than the corresponding backhaul link data rate. Therefore, the original problem $P1$ can be transformed into $P2$:

\begin{equation}
P2: \max \bar{\eta}_{EE} = \frac{\sum_{c \in \mathcal{C}} \sum_{s \in \mathcal{S}} x_{c,s}}{\sum_{c \in \mathcal{C}} \left(1 - \delta_c\right) p^c_c + \delta_c \left( p^b_c + \Delta_c p^s_c \sum_{\ell \in \mathcal{L}} \sum_{s \in \mathcal{S}} \alpha^\ell_c \mathcal{R}_{c,u}\right)} + \sum_{s \in \mathcal{S}} \beta_{c,s} x_{c,s}, \tag{8a}
\end{equation}

subject to:

\begin{align}
\text{(7b) - (7h)}, & \quad \tag{8b}
\end{align}
where (8c) is the added extra constraint of P1 representing the forward link data rate not less than the backhaul link data rate. From P2, we found out that the formulated optimization problem is very difficult which cannot be solved by the conventional algorithm. Therefore, we propose an energy-efficient cooperative cell association and backhaul link optimization (EECCABLO) algorithm to solve it.

Considering the difficulty of P2, we transform it into two subproblems. The first subproblem is a cell association problem to minimize energy consumption with users’ data rate constraints, which can be represented by

\[
P3 \min \psi_{EC} = \sum_{c \in \mathcal{C}} \left[ (1 - \delta_c) p_c^b + \delta_c \left( p_c^b + \Delta_c p_c^c \sum_{u \in \mathcal{U}} n_{c,u} a_{c,u} \right) \right],
\]

s.t. (7b), (7 d),

\[
(9a)
\]

\[
P4 \min \psi_{EC} = \sum_{c \in \mathcal{C}} \left[ (1 - \delta_c) p_c^b + \delta_c \left( p_c^b + \Delta_c p_c^c \sum_{u \in \mathcal{U}} n_{c,u} a_{c,u} \right) \right] + \sigma \left( \sum_{u \in \mathcal{U}} \left[ \max \left\{ 0, \sum_{c \in \mathcal{C}} a_{c,u} - 1 \right\} \right] \right)^2 \tag{10}
\]

where \( \sigma \) is the penalty factor and \( \alpha, \mu \in \mathbb{N}^+ \) denote the coefficients of constraint violations. Then, we propose an IMPSO-based cell selection algorithm to solve this problem.

4.1. Improved Modified Particle Swarm Optimization-Based Cell Association Algorithm. As a kind of metaheuristic algorithm [31], particle swarm optimization (PSO) is a swarm intelligence optimization algorithm where there are many particles and each particle has its own behavioral characteristics, such as position, velocity, and so on. To obtain the objective function value, the fitness value of a particle needs to be recognized and it is also a potential solution of the problem. The adjustment scale of the potential solution can be expressed by the velocity of a particle. By the velocities of all particles, each particle can update its position information.

Considering the discrete optimization variables, to avoid dropping into fake optimal solution, having a fast convergence speed and guaranteeing the optimality, rounded integer, the local search mechanism, tent-based chaotic mapping, and multiple restart are introduced to the MPSO, where the framework is just like PSO. The solution set of optimization problem (9a) consists cell association matrix and sleep/on indicator, and the corresponding fitness value is the energy consumption.

Taking particle \( i \) as an example, the solution set is denoted as \( \mathcal{S}^i = [\mathcal{A}^i, \mathcal{B}^i], i = 1, 2, \ldots, \zeta \), where \( \zeta \) is the total number of particles. \( \mathcal{S}^i = \{a_{1,1}^i, a_{1,2}^i, \ldots, a_{N_C,N_U}^i\} \) is the cell association matrix set, and \( \mathcal{B}^i = \{b_1^i, b_2^i, \ldots, b_{N_U}^i\} \) is the sleep/on indicator set. Mark the whole adjustment scale of cell association matrix and sleep/on indicator of particle \( i \) as a \( N_Y \times (N_C + 1) \) dimensional dataset \( \mathcal{T}^i = \left[ V_{1,1}^i, V_{1,2}^i, \ldots, V_{1,N_U}^i, V_{2,1}^i, \ldots, V_{2,N_C}^i, \ldots, V_{N_Y,1}^i, \ldots, V_{N_Y,N_C}^i \right] \), where the adjustment scale range is \([-1, 1]\). The MPSO-based energy efficiency resource allocation and cell association algorithm in detail is summarized as follows.

In the initialization process, the system parameters, including restart time \( t_r = 0 \), iteration time \( t = 0 \), maximum iteration time \( t_{\text{max}} \), and maximum restart time \( t_{r_{\text{max}}} \), are all initialized. The initial solution set and the adjustment scale set with all particles are selected randomly. The fitness value of particle \( i \) at iteration \( t \) is given by

\[
\psi_{EC}^i(t) = \psi_{EC}(\mathcal{T}^i(t)).
\]

The personal best solution and the global best solution are denoted as the important characters when each particle updates its velocity. The best fitness value ever found by the particle is defined as the personal best solution. Similarly, the best solution found among all the particle is defined as the
The personal best solution of particle $i$ at iteration $t$ is given by

$$
\delta'_i(t) = \arg \max_{\delta'(t)} \psi_{EC}(\delta'(t)), \quad \tau = 0, 1, \ldots, t,
$$

where $\delta'_i$ is the personal best solution and $\tau = 0$ is the initialization phase. The global best solution at iteration $t$ can be computed as

$$
V^j(t + 1) = \omega(t) V^j(t) + c_1 r_{1,j}(t) [S'_j(t) - S_{g,j}(t)] \\
+ c_2 r_{2,j}(t) [S'_j(t) - S_{b,j}(t)],
$$

where $\omega$ is the inertia weight factor, which is a key parameter that can impact the convergence performance of PSO [32].

Considering that the tent-based chaotic mapping has an advantage in chaotic ergodicity and stochastic property, we take it into the updated of inertia weight factor to speed up the convergence speed, and the updated formulation can be expressed as

$$
\omega(t + 1) = \begin{cases} 
2 \omega(t), & 0 \leq \omega(t) \leq 1/2, \\
2 (1 - \omega(t)), & 1/2 \leq \omega(t) \leq 1,
\end{cases}
$$

where $S'_{j}(t)$ and $S_{g,j}(t)$ represent the $j$th value of the personal best solution and the global best solution at iteration $t$, respectively. $c_1$ and $c_2$ are the learning factors which correspond to the personal best solution and the global best solution, respectively. In addition, the variables of $r_{1,j}$, $r_{2,j}$ have the uniform distribution interval $[0, 1]$.

From formula (15), we find out that the state of inertia weight factor, the personal best solution, the global best solution, and the random variables of the last iteration have influence on the updated adjustment scale. Thereafter, the particle $i$ updates its solution at iteration $t + 1$ according to

$$
\delta_i(t + 1) = \text{INT}\left(\delta'_i(t + 1) \tau - \delta'_i(t + 1)\right),
$$

where INT($x$) expresses rounded integer for $x$. To avoid falling into fake optimal solution, the MPSO adopts the local search mechanism in the case where $\omega(t)$ approaches to zero. The specific updating method on the global best solution and the adjustment scale is given by

$$
\delta'_g(t + 1) = \text{INT}\left(\delta'_g(t + 1) + \omega(t) \delta'_g(t) + \tau - \delta'_g(t)\right),
$$

where

$$
\delta'_g(t + 1) = \arg \max_{\delta'(t)} \psi_{EC}(\delta'(t)), \quad i = 1, 2, \ldots, \zeta,
$$

\[
\delta'_g(t) = \arg \max_{\delta'(t)} \psi_{EC}(\delta'(t)), \quad i = 1, 2, \ldots, \zeta,
\]

where $\delta'_g$ is the global best solution.

Then, at iteration $t + 1$, the $j$th variable of the solution set of particle $i$ updates its velocity $V^j_i(t + 1)$ according to the personal best solution and the global best solution as follows:

$$
V^j_i(t + 1) = \omega(t) V^j_i(t) + c_1 r_{1,j}(t) [S'_j(t) - S_{g,j}(t)] \\
+ c_2 r_{2,j}(t) [S'_j(t) - S_{b,j}(t)],
$$

exceeds the predefined threshold $n_{lb}$; otherwise, $r_{g}(t)$ should be reduced to shrunk the selected range. Based on the aforementioned analysis, the local search radius is defined as

$$
r_{g}(t + 1) = \begin{cases} 
\gamma r_{g}(t), & n_i/n_f > n_{lb}, \\
\frac{r_{g}(t)}{\gamma}, & n_i/n_f < n_{lb}, \\
r_{g}(t), & \text{otherwise},
\end{cases}
$$

where $\gamma$ is the radius regulation factor, $r_{g}(0) = 1$, $n_{lb} = 1.2$, and $\gamma = 2$. $n_i$ and $n_f$ are initialized as 1, and the value will be reinitialized when the global best solution is updated. Additionally, the multirestart process is introduced in the proposed algorithm to guarantee to find the best solution as the global best solution among all the multirestart solutions. When the iteration time $t > t_{\text{max}}$ or the restart time $t = t_{\text{max}}$, the algorithm will stop running.

### 4.2. Linear Programming-Based Backhaul Link Data Rate Optimization Algorithm

Based on the optimal cell association matrix and sleep/on indicator obtained by solving P3, we can divide the small cell set $S$ into two subsets $\{\overline{C}, \underline{C}\}$ which are the turned on small cell set $\overline{C} = \{c \in C|\delta_c = 1\}$ and the turned off small cell set $\underline{C} = \{c \in C|\delta_c = 0\}$, respectively. The set of user associated with small cell $c$ can be represented as $\xi_c = \{u \in U|a_{us} = 1\}$. For the nonempty set $\xi_c \neq \emptyset$, considering the data rate requirement of users in $\xi_c \neq \emptyset$ and the constraint of (8c), the lower bound $R$ and upper bound $\overline{R}$ of data rate of small cell $c$ can be calculated by

$$
\underline{R} = \sum_{c \in \xi_c} R_u \quad \text{and} \quad \overline{R} = R + (L - \sum_{c \in \xi_c} n_{\text{users}}) \max_{\text{cell}} R_{\text{extra}}.
$$

Based on the above calculation, we can further transform the minimum achievable maximum energy efficiency as

$$
P4 = \max \left\{ \frac{\sum_{c \in \xi_c} \sum_{k \in \mathcal{K}} x_{k,c} \bar{p}_k^b + \Delta \sum_{c \in \xi_c} p_{c,k} L \sum_{k \in \mathcal{K}} \sum_{c \in \xi_c} x_{k,c}}{\sum_{c \in \xi_c} \sum_{k \in \mathcal{K}} \bar{p}_k^b + \Delta \sum_{k \in \mathcal{K}} \sum_{c \in \xi_c} p_{c,k} L x_{k,c}}, \right\}
$$

s.t. (7b), (7d), (19b)
where (19a) is the objective function of maximum achievable energy efficiency while the optimization variables refer to backhaul links’ data rate and (19c) indicates that the backhaul link data rate of each small cell should meet the upper and lower bound constraints.

From the formulated optimization problem P4, we can find that it is a linear fraction programming problem about \( x_{c,s} \). Considering that the denominator of \( \eta_{EE} \) is the network energy consumption, the domain of \( \eta_{EE} \) about \( x_{c,s} \) is positive. The objective function is quasiconvex (in fact, quasilinear), so linear fractional program is a quasiconvex optimization problem. Assuming that there exists a solution set that can meet the constraints, we can transform P4 into the equivalent linear programming P5:

\[
P5: \min \quad \eta_{EE} = -c^{T}y - dz, \tag{20a}
\]

\[
\text{s.t.} \quad K y - h z \leq 0, \tag{20b}
\]

\[
H y - c z \leq 0, \tag{20c}
\]

\[
R z - H y \leq 0, \tag{20d}
\]

\[
e^{T}y + f z = 1, \tag{20e}
\]

\[
z \geq 0, \tag{20f}
\]

where \( x = \sum_{c \in C} \sum_{s \in S} x_{c,s}, \quad e^{T} = \sum_{s \in S} \sum_{c \in C} \beta_{c,s}, \quad f = \sum_{c \in C} \frac{p_{c} + \Delta_{c}}{\beta_{c}}, \quad y = x/(e^{T}x + f), \quad z = 1/(e^{T}x + f), \quad c^{T} = \mathbf{1} \mathbf{1}^{T} N_{c}^{N_{c}}, \quad h = \mathbf{a} \mathbf{a}^{T} N_{s}^{N_{s}}, \) and \( h = \mathbf{a} \mathbf{a}^{T} N_{s}^{N_{s}} \) are coefficient matrices. If \((y,z)\) is feasible in P5, with \( z \neq 0 \), then \( x = y/z \) is the feasible backhaul link data rate solution which can be solved by linear programming [33] and the corresponding energy efficiency can be obtained.

5. Simulation Results and Performance Analysis

In this section, numerical results are conducted to validate the proposed EECCABLO algorithm by comparing it with the existing resource allocation algorithms. The first one is the conventional cell association and backhaul link resource allocation scheme where each user can only be associated with one cell named EECs. The remaining algorithms are EEUB and EELB which are obtained by equally allocating the upper bound and lower bound backhaul link data rate under the EECCABLO cell association scheme, respectively. The simulation parameters are shown in Table 1 according to the Earth Project and 3rd Generation Partnership Project (3GPP). The simulation scenario will be given out subsequently: several small cells are clustered deployed in the network, 2/3 of the users are cluster distributed in the coverage of small cells, and the remaining 1/3 of the users are randomly distributed in the network. To obtain the required results, we will operate multiple independent experiments in the simulation progress.

5.1. The Energy Efficiency Performance with the Increasing Number of Small Cells under Different Algorithms. In this section, the performance of energy efficiency for the case of 60 users and 2 Mbps of the users’ data rate requirement is investigated. The simulation results with the increasing number of small cells under different algorithms are shown in Figure 2. It can be seen from the figure that with the increasing number of small cells, the maximized minimum achievable energy efficiency performance is in a decreasing trend. That is because as the number of small cells increased, the network energy consumption is also in an increasing trend and the network inter-cell interference becomes much complex. In addition, considering that EECCABLO adopts CoMP JT, it needs less subchannels to meet users’ data rate requirement than EECS, so as to reduce energy consumption and enhance the maximized minimum achievable energy efficiency. Since there is no optimization in the backhaul link data rate allocation in EEUB and EELB, their energy efficiency performance is lower than that of EECCABLO and EECS. Besides, considering the randomness of backhaul link energy consumption, there exists fluctuation in EEUB.

5.2. The Energy Efficiency Performance with the Increasing Number of Users under Different Algorithms. In this section, we investigate the energy efficiency with the increasing number of users under different algorithms. The number of small cells and switches is 15 and 6, respectively. The users’ data rate requirement is 1 Mbps. In Figure 3, we can see that the energy efficiency is in an increasing trend with the increasing number of users when the number of users is less. As the number of users further increases, the energy efficiency becomes flat. This is because there are enough resources to serve users when the number of users is small. As the number of users further increases, the total amount of users’ data rate requirement is also increased and the number of occupied subchannels is increased. Since the total backhaul link resources are constant, the network energy consumption and backhaul link data rate of EECCABLO become flat by optimizing backhaul link data rate. Hence, the maximized minimal achieved energy efficiency becomes flat. The energy efficiency of EEEB increases at first and then it decreases. This is because, at beginning, there are enough resources to serve users and the backhaul link data rate gain is higher than network energy consumption. Then, as the number of users further increases, the required subchannels are increased and the corresponding energy consumption is also increased. However, in EEUB, the backhaul link data rate is not optimized, so the maximized minimal energy efficiency is in a decreasing trend. Since the backhaul link data rate of EELB is the sum of users’ data rate requirement, the backhaul link data rate and network energy consumption become flat. Therefore, the simulation result of EELB becomes flat.

5.3. The Backhaul Link Data Rate Performance with the Increasing Number of Small Cells under Different Algorithms. The backhaul link data rate performance with the increasing number of small cells under different algorithms is
Table 1: Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The transmission power of small cell $P_t$ (mW)</td>
<td>130</td>
</tr>
<tr>
<td>Bandwidth $W$ (MHz)</td>
<td>10</td>
</tr>
<tr>
<td>Carrier frequency (GHz)</td>
<td>2</td>
</tr>
<tr>
<td>The power consumption of small cell in ideal and sleep mode (mW)</td>
<td>6800 and 4300</td>
</tr>
<tr>
<td>The reciprocal of power amplifier efficiency of small cell</td>
<td>4</td>
</tr>
<tr>
<td>Antenna gain of small cell (dBi)</td>
<td>5</td>
</tr>
<tr>
<td>Shadow standard deviation of small cell (dB)</td>
<td>10</td>
</tr>
<tr>
<td>Path loss of small cell $R_{(km)}$</td>
<td>$140.7 + 36.7\log_{10}(R)$dB</td>
</tr>
<tr>
<td>The number of subchannels</td>
<td>50</td>
</tr>
<tr>
<td>The number of switches</td>
<td>4</td>
</tr>
<tr>
<td>Quota of switch $q$ (Mbps)</td>
<td>50</td>
</tr>
<tr>
<td>Noise power density per subchannel $\sigma^2$ (dBm/Hz)</td>
<td>$-174$</td>
</tr>
<tr>
<td>Backhaul link power consumption slope $\beta$ (W/Mbps)</td>
<td>Random [0.1, 0.2]</td>
</tr>
<tr>
<td>Coefficients of constraint violations $\alpha, \mu$</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 2: The performance of energy efficiency with the increasing number of small cells.

Figure 3: The performance of energy efficiency with the increasing number of users.
investigated, and the simulation results are shown in Figure 4. The simulation results are calculated by the sum of the backhaul link data rate allocated to the small cells. RD is short of all the users’ required data rate. In the simulation result, the proposed EECCABLO algorithm and EECS algorithm both can meet the users’ data rate requirement. Since CoMP JT is adopted by EECCABLO, the backhaul link data rate of EECCABLO is higher than that of EECS. In addition, considering that the quota data rate of each switch is constant, the sum data rate of all the switches is fixed. Since the optimization object function is maximized minimal achieved energy efficiency and the backhaul link energy consumption is proportional to backhaul link data rate, it is not best to allocate the total amount of backhaul link data rate to all small cells. For this reason, the sum of the backhaul link data rate is not equal to the sum of the quota data rate of all switches. Since RD is only relative to the users’ data rate requirement and user’s data rate is a random value between 0.1 and $R$, the RD is a random value.

5.4. The Backhaul Link Data Rate Performance with the Increasing Number of Users under Different Algorithms. From the simulation results of backhaul link data rate with the increasing number of users in Figure 5, we can see that the backhaul link data rate of EECCABLO and EECS increases firstly and then becomes flat. This is because, at the beginning, the number of users is small, and it does not take too much wireless resources to meet users’ data rate requirement. With the increasing number of users, more wireless resources are required and corresponding backhaul link data rate also increases. Because the total quota data rate of all switches is fixed, the resource allocated is finite. In addition, considering that the optimization object function is maximized minimal energy efficiency, the algorithm should jointly consider the backhaul link data rate and energy consumption instead of allocating all quota data rate to small cells. RD increases with the number of users, and the backhaul link data rate of EECCABLO and EECS is increased.

5.5. The Backhaul Link Energy Consumption Performance with the Increasing Number of Small Cells and Users under Different Algorithms. The energy consumption of backhaul link with the increasing number of small cells and users is investigated in this section. From Figures 6 and 7, we can see that EECCABLO algorithm has a higher energy consumption than EECS. That is because the energy consumption of backhaul link is proportional to the backhaul link data rate, which means that higher backhaul link data rate leads to higher backhaul link energy consumption. In addition, by jointly considering Figure 4 and the random energy consumption slope of the backhaul link, the backhaul link energy consumption is different even though it has the same backhaul link data rate.

5.6. The Network Energy Consumption Performance with the Increasing Number of Small Cells and Users under Different Algorithms. In this section, we investigate the network energy consumption performance with the increasing number of small cells and users under different algorithms. The network energy consumption includes two parts which are the energy consumption of small cells and backhaul link, respectively. From the simulation results in Figure 8, we find out that the energy consumption is in an increasing trend with the number of small cells increased. Although the energy consumption of backhaul link of EECCABLO algorithm is higher than that of EECS algorithm, the energy consumption of small cells side is much lower. That is because, although CoMP JT requires more small cells to transmit data to the user simultaneously, it occupies fewer subchannels by optimizing the cell association, sleep/on indicator, and backhaul link data rate allocation. Therefore, in a summary, the total network energy consumption of EECCABLO algorithm is less than that of EECS algorithm. As the number of users increases, the performance gap between the two algorithms is relatively small; therefore, the simulation results are summarized in Table 2 instead of simulation curve. The first row is the number of users, the first column denotes the algorithms, and the rest is the corresponding energy consumption. From the results, we can see that the energy consumption of EECCABLO is lower than that of EECS. This is because, as the number of users increases, more resources are required to serve users. Considering EECCABLO adopts CoMP JT, although much energy consumption is consumed in backhaul link, few subchannels are required to serve users and total energy consumption decreases. In addition, the total energy consumption is little when the number of users is little. As the number of users increases, the network energy consumption increases firstly and then becomes flat. This is because, when the number of users is little, there are enough resources to meet users’ data rate requirement and improve the minimal achievable energy efficiency. So, the
energy consumption increases fast. However, since the quota data rate of switches is finite, as the number of users further increases, the finite resource should firstly satisfy the data rate of all users and improve the minimal achievable energy efficiency secondly. Therefore, the network energy consumption becomes flat.

**Figure 5:** The performance of backhaul link data rate with the increasing number of users.

**Figure 6:** The performance of backhaul link energy consumption with the increasing number of small cells.

**Figure 7:** The performance of backhaul link energy consumption with the increasing number of users.
6. Conclusions

In this paper, use case of the backhaul-constrained UDN where the backhaul link data rate cannot meet the requirement of the forward link was considered, and the network energy efficiency optimization problem under CoMP JT was handled by jointly optimizing the cell association, cell sleep/on, and backhaul link resource allocation of the network. Considering the tightly coupled relationship of the optimization variables and the non-convexity of the formulated optimization problem, we transformed the original problem into two subproblems and proposed an IMPSO-based cell association algorithm and an LP-based backhaul link data rate allocation algorithm to solve them, respectively. Numerical simulations were conducted, and the results showed that, compared with existing algorithms, the proposed algorithm had a higher energy efficiency, higher network throughput, and lower energy consumption. In addition, the proposed algorithm obtained a higher backhaul link data rate than that of the existing algorithms while guaranteeing the users’ data rate requirement.

The main contribution of this paper is in providing a novel resource allocation algorithm for improving the energy efficiency of UDN under complex CoMP scenarios and backhaul link constraint. Different from the existing studies, mixed-integer nonlinear programming problem for joint optimization of sleep/on indicator, cell association, and backhaul data rate was formulated. After that, the decomposition method was employed to split the problem into two. Finally, IMPSO and linear programming are adopted to solve the two subproblems. Benefitting from the proposed algorithm, the energy consumption of UDN can be saved by 13% and the energy efficiency of UDN can be improved by 21%. At the same time, more than 30% improvement in backhaul link data rate can be obtained.

In the future, the proposed algorithm can also be extended to the scenario of partial cache and slicing networks. Furthermore, different caching capabilities and service types can be taken into consideration.
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