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This article uses Field Programmable Gate Array (FPGA) as a carrier and uses IP core to form a System on Programmable Chip
(SOPC) English speech recognition system. The SOPC system uses a modular hardware system design method. Except for the
independent development of the hardware acceleration module and its control module, the other modules are implemented by
software or IP provided by Xilinx development tools. Hardware acceleration IP adopts a top-down design method, provides
parallel operation of multiple operation components, and uses pipeline technology, which speeds up data operation, so that only
one operation cycle is required to obtain an operation result. In terms of recognition algorithm, a more effective training algorithm
is proposed, Genetic Continuous Hidden Markov Model (GA_CHMM), which uses genetic algorithm to directly train CHMM
model. It is to find the optimal model by encoding the parameter values of the CHMM and performing operations such as
selection, crossover, and mutation according to the fitness function. The optimal parameter value after decoding corresponds to
the CHMM model, and then the English speech recognition is performed through the CHMM algorithm. This algorithm can save
a lot of training time, thereby improving the recognition rate and speed. This paper studies the optimization of embedded system
software. By studying the fixed-point software algorithm and the optimization of system storage space, the real-time response
speed of the system has been reduced from about 10 seconds to an average of 220 milliseconds. Through the optimization of the
CHMM algorithm, the real-time performance of the system is improved again, and the average time to complete the recognition is
significantly shortened. At the same time, the system can achieve a recognition rate of over 90% when the English speech
vocabulary is less than 200.

1. Introduction

English speech recognition is a branch of pattern recogni-
tion, which is an interdisciplinary subject integrating mi-
croelectronics, communications, computers, automation,
and acoustics [1, 2]. The most important technology of
English speech recognition is the construction of speech
signal processing technology and training model. The ulti-
mate goal is to hope that humans can communicate with
computers. This kind of human-computer dialogue scenes
often appears in science fiction movies. In fact, this is a very
complicated technology. In addition to English speech signal
processing technology, how to recognize sounds and un-
derstand what is said is challenging. Due to the discontinuity
of English speech, the difference in accent and pitch of each

person, and the difference in speaking speed and volume,
these factors will increase the difficulty of English speech
recognition, so English speech recognition has always been
regarded as a challenging subject. Early English speech input
must separate the relationship between each word clearly
and input each word separately, which is different from what
we usually say. The object to be recognized is also the
recognition of a specific person, which is not applicable to
other recognizers.

With the rapid development of semiconductor tech-
nology, the continuous increase in the scale of integrated
circuits, and the continuous improvement of various de-
velopment technology levels, English speech recognition
technology has gradually become smaller after being com-
bined with embedded systems based on DSP, FPGA, ASIC,
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and other devices. With the development of industrialization
and practicality, the application field is also getting bigger
and bigger [3]. As a modern information technology with
extensive social and economic benefits, English speech
recognition has made certain achievements, but there are
still a series of problems when facing practical use. The
mature technology and reliable performance of English
speech recognition systems are still available at home and
abroad [4]. There is a lot of research space and market
potential, and there is still a lot of room for improvement in
terms of recognition accuracy, speed, robustness, and system
miniaturization. In order to achieve an English speech
recognition system with excellent performance, on the one
hand, it is necessary to study the theory and algorithm of
English speech recognition to solve and improve various
problems in the recognition process. On the other hand, it is
also necessary to consider simplifying the complexity of the
system [5].

This paper compares the implementation schemes of the
system and chooses to implement the English speech recog-
nition system by way of SOPC. This article analyzes the re-
quirements of the system, introduces the overall design of the
system, and points out the components and software that a
complete English speech recognition control system should
include and the functional modules and software that the
SOPC system should have. This paper divides the software and
hardware that constitute the system and uses hardware to
accelerate the algorithm in the most computationally expensive
part of the software algorithm. At the same time, this article
also introduces the selection of peripheral devices of the English
speech recognition control system, the selection of processors,
memories and buses that make up the SOPC system, and so on.
This article selects the MicroBlaze soft processor core as the
system processor, uses BRAM as the data storage memory,
connects the data storage memory and other peripherals using
the OPB bus, and connects the on-chip memory using the LMB
bus. According to the large dependence of the training CHMM
on the initial value and the large amount of calculation, an
improved algorithm, Genetic Continuous Hidden Markov
Model (GA_CHMM), is proposed. From the specific process of
English speech signal preprocessing and endpoint detection,
feature extraction, English speech recognition training, and
recognition, the English speech recognition system based on
the improved algorithm is explained. This paper tests the
embedded English speech recognition system based on DSP
and DHMM. For PC auxiliary software, the function of each
module is mainly tested; after testing, each module can work
normally. For the testing of embedded system software, the
main indicators tested in this article are system recognition rate
and real-time response. After testing, when the vocabulary of
the system is 100, the recognition rate of the system can reach
about 90%. After the optimization of fixed-point and CHMM
algorithm, the average real-time response speed of the system
has been improved.

2. Related Work

In order to ensure reproducible test results, avoid errors
introduced by human factors, and improve test quality, the
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performance evaluation of embedded English speech rec-
ognition systems urgently needs to introduce automated test
tools to replace heavy manual testing [6]. At present, the
mainstream English speech recognition automated test
method at home and abroad uses TTS technology to convert
a text file containing test keywords into an English speech file
and then uses a playback device to play the English speech
file to perform English speech recognition. The test tool
monitors the English speech recognition system in real time,
obtains the recognition result, and records it to a file. Au-
tomatically they call the result statistics tool, compare the
recognition results and the marked files, and determine
whether the recognition results are correct or not. After the
identification is completed, automatic summary statistics are
performed, and a CSV file is output for easy viewing by
testers [7].

The domestic research work on embedded software
testing technology started from the field of defense elec-
tronics. Nanjing University, Beijing University of Aero-
nautics and Astronautics, and Aviation Industry
Corporation have successively developed a number of
testing tools and testing systems, whose main role is to cover
embedded systems. After that, the employees of China State
Shipbuilding Corporation conducted in-depth research on
the GUI automated testing technology of embedded soft-
ware and proposed a nonintrusive embedded GUI auto-
mated testing framework [8, 9]. Others proposed testing
based on the characteristics of ship embedded software [10].
Scholars studied the UML-based embedded software test
case generation technology [11]. Domestic embedded soft-
ware testing tools generally target specific embedded op-
erating systems, and most of them test for code coverage. Itis
difficult to have a clear understanding of the overall per-
formance of embedded software.

The recognition performance test of the embedded
English speech recognition system is carried out in the
system test stage [12]. Based on the black box test method,
the English speech recognition system is placed in the test
environment (host machine environment or target machine
environment) to simulate actual use and operation. Rec-
ognition tests are performed on batches of English speech
data, and then the recognition performance indicators are
counted based on the recognition results. At present, there
are two main methods for testing embedded English speech
recognition systems at home and abroad: playing test audio
and speaking on the spot. Before the test, record the English
speech data for the test in advance to prepare the noise data.
In actual operation, a tester is required to operate the
playback equipment, one tester to operate the English speech
recognition system, and the test results greatly waste human
resources and introduce errors in manual operation [13].
On-site oral calls are organized to organize multiple testers
to read the test corpus of the English speech recognition
system and test the effect. This method is too random and is
not conducive to the recurrence of the test, and the way of
pronunciation of different emotional infections will also be
different, which may cause the instability of the test effect.
Both test methods require live broadcast of English voice and
noise signals. In the case of heavy test tasks and large
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amounts of English voice data to be tested, it will un-
doubtedly cause a long test time and ultimately lead to the
risk of a long product development cycle [14].

Using TTS technology to convert text into English voice
can save the complexity of manual recording, but the
converted English voice file is too “mechanized” and cannot
simulate the tone and speed of human speech. In addition,
the existing automated test methods still control the play-
back of English voice files by humans, and the time interval
between each English voice is not flexible, which may lead to
a waste of test time. The method is to compare the labeling
data and the recognition results, but the labeling of English
speech files is generally calculated by humans. Related
scholars have proposed new ideas for applying vector
quantization technology to English speech coding and
recognition [15]. Hidden Markov model theory has become
a research hotspot and an important theoretical basis for
English speech processing technology [16]. Among them,
the most representative is the Sphinx system, which is a
nonspecific continuous English speech recognition system
built using vector quantization and hidden Markov models.
Three obstacles of English speech recognition were solved in
the laboratory: nonspecific person, large vocabulary, and
continuous English speech. In addition, artificial neural
network technology has brought about new opportunities to
the wide application of English speech recognition. Related
scholars have designed an English speech recognition system
based on the principles of the auditory nervous system
[17-19]. Although the unique advantages of artificial neural
network technology bring about many benefits to English
speech recognition, the large amount of computation and
long training time make its development relatively slow.

3. FPGA-Based Embedded Real-Time English
Speech Recognition System Design

3.1. Hardware Platform Selection. The system design must
meet the constraints of performance, cost, function, and so
on. The overall design of the system is to divide the large and
complex system into several modules according to actual
needs and compare the advantages and disadvantages of the
system composed of modules [20-22]. This article will
compare the widely used embedded English speech recog-
nition system and FPGA-based English speech recognition
system in detail. Option one is a common English speech
recognition system; the structure diagram is shown in
Figure 1.

Solution one uses DSP digital signal processor or ARM
processor as the central processing unit and CPLD as the
coprocessor. But it is more common to use a DSP processor,
because it can better reflect the advantages of digital signal
processing. The second scheme uses the SOPC system
composed of FPGA to form an English speech recognition
system.

From the perspective of cost, the cost of a system with
DSP/ARM as the processor is significantly higher than that
of an English speech recognition system with FPGA as the
core. A system with DSP/ARM not only requires a better
processor but also requires a large amount of external

equipment. The support of design increases the cost of
system implementation. However, FPGA itself has a lot of
logic resources, which can save the use of some memory and
external logic and make the system miniaturized. From the
performance point of view, the performance of the DSP/
ARM system of the same price will be worse than that of the
SOPC system. The use of functions makes it possible to
improve system performance without increasing costs.
Huawei, ZTE, and other companies use their own ASIC
chips to reduce the cost by at least half compared with
imported devices, and the performance obtained is indeed
higher than the performance that can be obtained by using
DSP platform. These advantages are not possessed by the
system composed of DSP/ARM processor.

3.2. Design of English Speech Recognition System. The FPGA-
based English speech recognition system is an embedded
system that integrates software and hardware. It is an in-
dependent system that collects English speech, processes
English speech data, and finally outputs control commands.
In order to complete a larger-scale SOPC system, the design
often adopts a top-down (Top-Down) hierarchical design
idea. The hierarchical design idea is to divide a larger system
into several subsystems, each subsystem is designed inde-
pendently, and each subsystem is designed to be assembled
into a complete system. The wiring between each functional
submodule is as few as possible, the interface function is
clear, and the scale of the functional module is required to be
moderate. This design method greatly reduces the design
complexity of system. A single subsystem can be tested
separately. The problems that arise only need to modify the
internal subsystems without affecting the functions of other
subsystems.

System design should follow certain principles, use tools
to divide modules, and determine what kind of functional
modules the system should have and how to integrate these
functional modules. The system design should solve the
problem of the overall structure of the system in the hier-
archical design of the system, rather than solving the
problem of how to realize the partial functions. By organ-
ically integrating the divided system modules, the appro-
priate continuous method is used to maximize the system
optimization. The system design uses a modular design
method to grasp the framework of the entire system as a
whole, so that the system meets the needs of the application.
The system design follows the principle from top to bottom,
decomposing each function one by one. The overall struc-
ture design of the English speech recognition system is
shown in Figure 2.

The system architecture design consists of two parts: one
is the architecture design of the entire English speech rec-
ognition system, and the other is the architecture design of
the SOPC system. In Figure 2, the power supply is the energy
source of the system, providing stable current and voltage for
the system. The analog-to-digital conversion device converts
the English voice signal into a digital signal and transmits it
to the SOPC chip, so that the SOPC chip can process the
English voice signal. In addition to software computing
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tunctions, SOPC chips also include hardware acceleration
units. External storage is an indispensable part of a complete
SOPC system, used to store models and data, programs, and
so on. The output interface is the control signal interface
output by the system, which provides the connection
function between the system and other equipment.

3.3. SOPC System Design. The overall structure of the
hardware design of the SOPC system is shown in Figure 3. It
merges most of the devices that implement system functions
to form a completed embedded system. The SOPC system
accepts the input signal of the digital-to-analog conversion
chip and outputs the control signal. The hardware part
includes processor core, memory management IP core,
memory, and hardware acceleration IP. At the same time, a
complete SOPC system should also have an off-chip memory
controller and so on.

As an integral part of the English speech recognition
project, the part involved in the completion of this article
includes program selection, overall system design, and
system testing. The independently completed parts include
software and hardware division, hardware configuration,
English speech recognition algorithm recognition, software
and hardware algorithm design optimization, hardware
acceleration IP core, and its control logic design.

When designing an SOPC system, the software and
hardware of the system are divided by requirements. The
division of hardware, software, and hardware of the system is
the key to whether the system can meet the needs of users. A
10% system-level design process has an 80% impact on the
final cost and performance of the system design. Software is
more flexible than hardware and easy to modify. However,
because the software is executed programmatically, the
speed is slower than the hardware. The use of hardware also
has its disadvantages. The hardware method will increase the
usage of SOPC system resources. When using FPGA to
develop SOPC system, there may be the possibility that
resources cannot meet the demand and require the use of
higher-performance FPGA chips. If it is finally formed into
an ASIC Chip, it may increase the area of the chip, thereby
increasing the implementation cost of the system. Therefore,
when realizing the goal of the system, the relationship be-
tween performance and cost must be considered compre-
hensively. After the hardware and software division of the
system is completed, the designer then conducts the per-
formance evaluation of the system. If the performance re-
quirements are not met, the software and hardware must be
redivided. To achieve the performance evaluation design, the
hardware designer will consider the hardware physical re-
alization of the system and go through the traditional IC
design process, such as logic synthesis, layout planning,
timing analysis, placement and routing, and physical veri-
fication. Software designers will consider which software
operating environment to use, such as whether to use or not
to use an operating system and which operating system to
use.

There are multiple memory interfaces available on the
XUPV2P platform, such as FLASH memory and DDR

memory. The development tool provides IP cores for
multiple memory controllers, and multiple memory con-
trollers can be added to use these memories. OPB BRAM is
faster than DDR memory, BRAM is faster, and the access of
software and hardware to BRAM is much more efficient than
that of DDR memory. BRAM has two ports, PORTA and
PORTB; each port has an independent 32-bit address bus
and 32-bit data bus, as well as read and write control lines.
When implementing BRAM, four 8-bit RAMBI16_s8_s8
devices are used to improve the parallelism of memory
access. Only when each device is enabled, access is allowed.
In SOPC design, external memory is often used to per-
manently save FPGA configuration and software data. This is
because the contents of the FPGA will be lost after power
failure. Therefore, we use external memory to save the
configuration information and template data in the FPGA.
At the same time, in order to speed up program execution,
an on-chip memory of the processor should be set. The data
used in the system is mainly divided into two types: one is
model data, and the other is characteristic parameter data of
samples. In order to facilitate the software and hardware to
calculate the data and simplify the control operation,
multiple BRAMs are designed in the system to save the
model data transferred from the external memory, save the
characteristic parameters of the samples, and save the results
that need to be written back by the hardware acceleration
calculation.

According to different application needs, MicroBlaze has
a variety of buses available. The on-chip peripheral bus is a
type of Core Connect bus. It is a low-speed bus that can be
connected to buses of different widths and devices with
different timings. In this article, the OPB bus is used to
connect the hardware acceleration IP core control logic,
because the OPB bus is mainly used for data transmission to
external devices. The OPB bus supports multibit width data,
which accepts input from the host when used for peripherals
and performs specified operations, which meets the needs of
hardware acceleration. OPB bus performance is shown in
Table 1.

4. English Speech Recognition Algorithm
Design Based on GA_CHMM

4.1. Parameter Selection of Genetic Algorithm. For genetic
algorithms, choosing different control parameters will
greatly affect the performance of the optimization. For the
same encoding method and genetic operator, changes in
parameters may cause greater performance changes. The
control parameters of the genetic algorithm mainly include
the length of the code string L, the population size N, the
crossover probability P,, the mutation probability P,,, and
the termination algebra G.

@ For length of encoding string L, regardless of whether
the encoding method is real number encoding or binary
encoding, according to the number of variables in the
problem to be optimized and the encoding length L equal,
each variable of the problem corresponds to each position in
the encoding string. @ As regards group size N, the number
of individuals in a group is called the group size. The size of
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TaBLE 1: OPB bus performance.
Timing Synchronize
Architecture Multimaster/slave device
Interconnect Bus independent read/write data line, does not support tristate
Connect Multipath

Data line width
Data transfer protocol
Address line width

8-Bit, 16-bit, 32-bit

Single read/write transmission, support burst transmission, word, byte, half word transmission

32-bit

the group size N will affect the final result of optimization
and the efficiency of the entire process. If the population size
N is too small, the genetic algorithm cannot optimize the
problem well; if the population size N is large, the genetic
algorithm increases the probability of obtaining the local
optimal solution, and the amount of calculation is relatively
large, which will affect the optimization process of the entire
process. So, depending on the actual situation, the value of N
is also different, and generally the value is 20-100. ® Re-
garding crossover probability P, the purpose of the cross-
over operation is to inherit the excellent genes in the parent
to produce better individuals and get the best solution as
possible in the iterative process. The crossover probability
determines the search and optimization ability of the genetic
algorithm. If P, is small, the search and optimization ability
of the genetic algorithm may fall into a relatively slow and
sluggish state and cannot fully inherit the excellent genes; if
P. is large, the superior ability has been enhanced, but this
may destroy the overall performance of the chromosome, so
P, is generally taken as 0.25-0.99. @ For mutation proba-
bility P,, the main purpose of mutation operation is to
maintain the diversity of the population. When the mutation
frequency P,, is small, although it can prevent the loss of
important genes in the population, it reduces the possibility

of population diversity. When the mutation frequency P, is
large, although the opportunity for diversity is increased, it
may damage excellent individuals. Therefore, P,, is generally
0.0001~0.1. ® For termination algebra G, it is a sign of the
end of genetic algorithm. At this time, the best individual of
the group is output as the optimal solution of the problem,
and G is generally taken as 50~200.

4.2. Preprocessing of English Speech Recognition System Based
on GA_CHMM. There are generally two methods for En-
glish voice collection: one is to use a hardware circuit system
to collect English voice signals; the other is to directly use a
multimedia sound card to collect English voice signals, that
is, to use a computer sound card to collect English voice
signals. The frequency of the English speech signal is within
40~4000 HZ. According to the Nyquist sampling theorem,
the original English speech signal frequency is more than
twice the sampling frequency for sampling. From the ac-
quisition module, the sampling frequency is 11.025 kHz.
Through the preemphasis operation, the high-frequency
part of the English speech signal is improved, and the power-
frequency interference is filtered out to obtain a more pure
and true English speech signal. Suppose that the English
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speech sampling signal at time n is x(n), and the signal
obtained after preemphasis is X(n); that is,

x(n) =nx(n) +0.94x(n - 1). (1)

The transfer function of the preemphasis filter can be
obtained as

H(z)=1+0.942"". (2)

After preemphasis, the frequency spectrum of the En-
glish speech signal is indeed improved in the high-frequency
part, while filtering out the power-frequency interference.
The English speech signal has short-term stability, so the
English speech signal is divided into some equal time periods
for analysis and processing, and this process can be achieved
by using a movable finite-length window for weighting.
Through the comparison of rectangular window, Hanning
window, and Hamming window, this paper chooses
Hamming window as the windowing function. N=256
English speech samples are one frame. From the acquisition
module, we know that the sampling frequency is 11.025 kHz,
which can be calculated every time.

4.3. Optimization of HMM Parameters. According to the
different description of the statistical characteristics of the
observation sequence, there are two main types of HMM:
discrete HMM (DHMM) and continuous HMM (CHMM).
The biggest difference between the two is mainly in the
method of calculating the probability B of the observation
sequence. The parameter group B of DHMM is a probability
matrix; that is, the probability b,(O,) of an observation event
produced by each state is satisfied:

b;(0,) = -1. 3)

The parameter group B of CHMM is that each state
corresponds to an observation probability density function,
which is a Gaussian probability density function:

N(Up Opo 14y, ) - Cpr (4)

CHMM does not need vector quantization. The mean
value and variance are calculated from the feature vector
after feature extraction, and the observation probability is
calculated using the above formula. According to the needs
of different practical problems, different HMM models can
be selected.

Given the observation sequence O and the HMM model
A=(A, B, m), the HMM parameter optimization problem is
how to adjust the model A=(A, B, m) to maximize the
probability of the observation sequence output P(O, A); here
parameter reestimation is used to adjust the model pa-
rameters. The method of parameter reestimation is the Baum-
Welch algorithm. The Baum-Welch algorithm continuously
reevaluates the parameters through the reevaluation formula
until convergence, the output probability P(O, A) is the largest,

and then the parameter model obtained at this time A = (A, B,
7) is the optimal HMM.

Given the observation sequence O and the model A = (A,
B, m), the probability that the Markov chain is in the §; state
at time ¢ and is in the §; state at ¢+ 1 is as follows:

& (i j) = P(Si = 45»S; = 411, O — 1), (5)
Then we launch
o o (DB ()
& (i, ) = aijbj (Ot)—P(Si,Sj,OIA ~ 1)- (6)

The probability that the Markov chain is in §; at time ¢ is

N-1
& =T]&G)= POR=T (7)

j=0

4.4. The Training Process of English Speech Recognition.
The English speech signal is a time series. According to the
characteristics of the English speech signal, each word can be
represented by a CHMM model parameter. The system
adopts the HMM model with N=5 states from left to right
without spanning. After the feature parameters of the En-
glish speech signal are extracted, a word feature vector is
used as the input observation sequence of the CHMM
model.

The CHMM training algorithm (Baum-Welch algo-
rithm) is to iteratively calculate the observation sequence of
the English speech signal through an estimation formula to
obtain a new parameter model. The new parameter model
will be better than the old parameter model. Through re-
peated iterations until the convergence condition is reached,
the best CHMM model is obtained. The best model at this
time is most likely to be a local optimal solution rather than a
global optimal solution. In order to obtain the global best
model as much as possible and obtain a better recognition
effect, genetic algorithm is introduced in the process of
CHMM training; that is, a new training algorithm
GA_CHMM is obtained. GA_CHMM algorithm is realized
from the following aspects.

4.4.1. Coding Scheme. In the process of applying genetic
algorithm to CHMM training, the parameters that need to be
optimized in the CHMM model are first arranged to form a
chromosome. This paper uses the CHMM model with five
states jumping from left to right. The parameters of the
CHMM model mainly include the initial state distribution
probability 7, the state transition matrix probability A, and
the probability density function B of each state corre-
sponding to the observation sequence. There are 5 param-
eters in the initial state distribution matrix 7. There are a
total of 5 x 5 =25 parameters in the state transition matrix A,
and the mixing coeflicient matrix C in the probability density
function B has 5 x 5 =25 parameters. In this paper, 24 order
MEFCC coefficients are used. CHMM does not need vector
quantization. The feature vector after feature extraction is
used to obtain the mean and covariance through the
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probability density function B. Mean y and Covariance U are
5x5x(24+24%x24)=15000 parameters which are com-
bined into a string in rows to form the back part of the
chromosome, so that the front part and the back part to-
gether form a chromosome. The sum of each row vector of
the mixing coefficient C matrix is 1.0. After the genetic
operation, parameters A and C must be normalized.

4.4.2. Fitness Function. The higher the likelihood of the
training data to the model, the better. Here, the fitness
function of the individual chromosome is expressed by the
log-likelihood probability of the observed sequence of fea-
ture parameters of the English speech signal; namely,

S ) =In[P(O(K)A-1)]. (8)

In the above formula, O(k) represents the k-th obser-
vation sequence used to train the model.

4.4.3. Population Initialization. The population initializa-
tion produces 100 chromosomes; that is, the population
size is 100. Based on the fitness function, the fitness value is
compared according to the fitness function size of each
chromosome. 40 excellent chromosomes were selected
from the population directly as part of the next-generation
chromosomes. In addition, another part of 60 chromo-
somes is generated through crossover and mutation op-
erations, which together form a new generation of
chromosomes.

After real-number encoding of the chromosomes, the
length of the chromosome is L = 15055. Through population
initialization, 100 chromosomes are generated. According to
the fitness value, 40 excellent chromosomes are selected
directly as the next-generation chromosomes. The chro-
mosomes of the next-generation population are better than
the previous-generation chromosomes, so, after repeated
iterations until G = 60, the generation is terminated, and the

corresponding model is the CHMM model. The training
process of GA-CHMM is shown in Figure 4.

5. System Test and Result Analysis

5.1. System Recognition Rate Test

5.1.1. Test and Analysis of the System’s Different Vocabulary
Recognition Rate. Since the system can set the size of the
selected isolated vocabulary, different vocabularies of dif-
ferent sizes are selected for the recognition rate of the system
during the test. The size of the vocabulary selected for the test
is 5~200. When the system tests the recognition rate on the
embedded system, it uses the PC-assisted software to
complete the collection of English speech samples, the
training of the template, and the update of the template data.

Before the test, first collect the English speech samples of
isolated words. When collecting samples, 10 people are
selected, and 4 English speech samples are collected for each
isolated word; in this way, there are a total of 40 samples for
each isolated word to participate in the training. After the
English speech samples of all isolated words are collected,
the English speech template is trained according to the set
vocabulary size and then downloaded to the embedded
system through the USB cable to test the recognition rate of
the system. In each test, the tester spoke to each isolated
vocabulary 10 times and recorded the system’s recognition
of the isolated vocabulary. We divide the number of suc-
cessful recognitions by the total number of speeches to get
the recognition rate of the system test. The experimental test
results of the system’s recognition rate of different vocab-
ularies are shown in Figure 5.

The average recognition rate in Figure 5 is the average of
the recognition rates of three experimental tests for each
vocabulary. It can be seen from the results in Figure 5 that
the recognition rate of the system changes tortuously as the
vocabulary increases. When the vocabulary reaches 200, the
recognition rate of GA_CHMM algorithm is about 88%.
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FIGURE 6: The test result of the recognition rate of the system nonspecific person.

5.1.2. Test and Analysis of the System’s Recognition Rate of
Unspecified Persons. The system selects 200 vocabularies,
and 10 people are selected for the test. First select 8 people
from 10 to train the English phonetic template, and each
person samples 4 for each isolated vocabulary. In this way,
there are 32 English phonetic samples for each isolated
vocabulary. The other two people were used as the system
unspecified person test, each isolated word was said 3 times,
each person said the words 300 times in total, and the
system’s recognition rate was counted; the experimental
results are shown in Figure 6.

This system provides the learning function of isolated
words in English speech recognition. For vocabulary whose
recognition rate is not high in the recognition process, the
learning function is used to learn this vocabulary. After the

learning is completed, we test the recognition rate of the
system. The experimental test results are shown in Figure 7.

The experimental results in Figure 7 show that, after the
learning function, the recognition rate of the system has
been greatly improved. After the learning of isolated words,
the recognition rate has reached about 90%. The system can
achieve the learning function of isolated words through the
learning function.

5.2. Real-Time Testing of the System. The vocabulary size of
isolated words used in the experiment is 100. The time taken
by the system from the completion of the collection of
English speech to the recognition of the result is recorded as
the system’s response time.
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5.2.1. The Response Time of the Test System in the Case of
Fixed-point and Floating-Point Arithmetic. We select 100 to
200 isolated words as test objects and test the system’s re-
sponse time when each word is recognized on the embedded
system software, using floating-point arithmetic and fixed-
point arithmetic, respectively. The test result is shown in
Figure 8.

It can be seen from the results shown in Figure 8 that the
system has a maximum response time of 180 ms when using
floating-point arithmetic. After adopting fixed-point algo-
rithm, the real-time performance of the system has been
greatly improved, and the maximum response time of the
system is 85 milliseconds.

5.2.2. The Response Time of the Test System Using Different
Recognition Algorithms. We set the vocabulary of the system
to 100 and perform English speech recognition for each
vocabulary and record the real-time response time of
GA_CHMM algorithm, CHMM algorithm, and Viterbi
algorithm, respectively. The test results are shown in
Figure 9.

In the test results shown in Figure 9, after the system
adopts the optimized CHMM algorithm, the average re-
sponse time of the system is the lowest, while the average
response time of the system using the unoptimized CHMM
algorithm is higher; the response time of the Viterbi algo-
rithm is the highest.
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6. Conclusion

This text has carried on the overall design of the English
speech recognition system based on FPGA. We choose to use
SOPC this way to realize the system and choose the software
module through the comparison of algorithms. Equipped
with the English speech recognition control system and the
hardware part of the SOPC system, the software and
hardware modules of the SOPC system are divided. The
processor and memory of the hardware acceleration unit are
configured in detail, and a memory implementation method
is designed according to the needs of the system. The design
of English speech recognition control system and hardware
acceleration unit IP core is realized. This article analyzes the
data and gives the scope of the data and draws a way of data
representation. Combining modules from top to bottom
describes the design of hardware IP. The genetic algorithm
has the characteristics of superior global search capability
and parallel computing. It improves the traditional CHMM
algorithm and uses the genetic algorithm to directly train the
CHMM model. This process mainly includes coding
method, fitness function design, population initialization,
selection operation, crossover operation, mutation opera-
tion, and termination strategy. The English speech recog-
nition system based on the improved algorithm
(GA_CHMM) is studied, which mainly includes the es-
tablishment of English speech template, preprocessing,
endpoint detection, feature extraction, and training process.
The English speech recognition system was simulated by
MATLAB software, and a better recognition effect was
obtained. This paper studies the real-time index of em-
bedded English speech recognition system and the system
optimization method of recognition rate. Through the
analysis of the system hardware, technical methods such as
fixed-point embedded system algorithm and storage space
optimization are adopted to ensure the real-time

requirements of the system. At the same time, this article
focuses on the optimization of the CHMM algorithm in the
recognition phase and proposes an optimized CHMM al-
gorithm based on the irreversible characteristics of the
English speech signal, and the real-time performance of the
system is once again improved.
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