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With the transformation and upgrading of my country’s industrial structure, the level of manufacturing automation has gradually
improved. According to research, the design of mechanical products is mostly completed by improvement or innovation on the
basis of existing design knowledge. Knowledge reuse is a technique to ensure the maximization of design resource utilization by
reusing design knowledge. This article applies knowledge reuse technology to the development and design of mechanical products.
By integrating the technical logic of the functional analysis system with the development of quality functions, the transformation
of customer demand information and product function design is realized, and the task of the product design plan analysis phase is
completed. This paper uses the finite element analysis software ANSYS to explore a new nonlinear finite element modeling method
and conducts simulation experiments. At the same time, this paper improves the genetic algorithm, which effectively improves the
optimization efficiency and completes the parameter optimization under multiobjective and multistructure conditions. From the
experimental results, it takes 328.64 seconds for the basic genetic algorithm to search for the optimal solution of the complex
problem. The improved time is shortened to 86.31 seconds, and the efficiency is increased by 73.74%. This shows that the improved
genetic algorithm has better robustness and can find the optimal solution in a shorter calculation time. For complex problems such
as the optimization of the overall structure of special machinery, the improved genetic algorithm obviously helps to improve the

optimization efficiency and improves the effectiveness and pertinence of product design schemes.

1. Introduction

The advancement of science has gradually made intelligent
manufacturing the mainstream of the development of
manufacturing industries in various countries, and com-
puters have also provided a lot of technical support for this.
For example, intelligent detection based on computer neural
network can help special machinery to better realize fault
diagnosis and structural optimization; data induction based
on analogy reasoning can help people establish a compre-
hensive machinery manufacturing knowledge system; in-
telligent optimization based on genetic algorithm is also
special indispensable technology in mechanical design. In
the current research, people still need to continuously im-
prove computer intelligence technology to better improve
the rationality of mechanical structure optimization.

Abroad, research on computational intelligence and
structural optimization has accumulated a lot of excellent
results. Moreira tried to use genetic calculation and simu-
lated annealing to solve the problem of structural optimi-
zation. He and his team studied the performance of two
random search methods and applied them to the optimi-
zation of pin-connected steel structures. From the research
results, genetic algorithm and simulated annealing can in-
deed play a very good role in structural optimization. If they
can be embedded in a single parameter algorithm, better
performance can be achieved through a hybrid scheme [1].
Reynolds proposed a new reverse adaptive method for au-
tomatically generating solutions to initial design and re-
design problems. He carried out inverse adaptive analysis of
the initial finite element problem and refined the low-stress
area of the finite element mesh according to element
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subdivision. After that, he deleted all low-stress subdivision
elements and repeated the process continuously. This
method can effectively improve some of the shortcomings in
the existing optimization scheme, but there is still a lot of
room for improvement in the efficiency of optimization [2].
Motta and his team developed an efficient calculation tool
for robust structural optimization. Due to the combination
of multiobjective optimization, normal boundary intersec-
tion, and normalized normal constraints, this integrated tool
can effectively obtain the best solution for robust design
optimization. Of course, the tool needs more experiments to
ensure the stability of its calculations [3].

Although domestic research on computer technology in
structural optimization design started relatively late, it has
developed very rapidly. Qu et al. proposed a reasoning
method of fuzzy design knowledge, which can refer to the
relevant detailed information of product design in a certain
order in the reasoning process of product parameters. The
prerequisite for this purpose is to establish a hierarchical
model to express the product design, processing, and
technology on the basis of meeting the product design ac-
curacy requirements [4]. Bijuan et al. conducted research on
the parameter analysis and optimization of the damping
structure of the tubular transition layer of agricultural
machinery. He introduced the concept of transition layer on
the basis of the traditional constrained damping structure,
combined with computer technology, and proposed a new
type of tubular damping structure. From the experimental
results, the optimized agricultural machinery can better deal
with the severe vibration and impact that may occur during
the work process, but the stability of the tubular structure
needs to be appropriately improved [5].

Through reading materials and market research, this
article understands the problems encountered in the current
mechanical product design process and analyzes it. It is
concluded that the application research of knowledge reuse
technology has brought progress to the design and devel-
opment of mechanical products and the development of
manufacturing enterprises, which means using the idea of
tunctional analysis system technology and quality function
deployment technology to successfully complete the trans-
formation between customer demand information and
structural design parameters and focus on the process of
using multilevel classification technology to generate design
plans and discuss the basic elements of multilevel decom-
position. Classification method, indexing process, and
matching reasoning form the complete idea of applying
knowledge reuse technology to generate design scheme.

Introduction systematically introduces the research
overview of the overall structure optimization design of
special machinery and expounds the current main problems
in the overall structure optimization design of special ma-
chinery and the main work and research content of this
article. Section 2 explains intelligent optimization design
technology and method of mechanical structure and in-
troduces structural intelligent optimization, genetic algo-
rithm, data mining technology, ANSYS-based optimization
technology, and penalty function constraints. Section 3
includes data preprocessing part, detailed description of the
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corresponding method of simulation experiment in this
paper, and the establishment of experimental model. Section
4 mainly introduces the establishment of a special machine
model based on ANSYS and intelligence and conducts re-
lated experiments to optimize the implementation strategy.
Section 5, Summary and Prospects, summarizes the work
done in this article, states the innovation and effectiveness of
the method proposed in this article, and proposes the next
research direction.

2. Technology and Method of Intelligent
Optimal Design of Mechanical Structure

2.1. Structural Intelligent Optimization. The intelligent opti-
mization design of the structure is essentially an optimization
process; that is, a solution is determined in the solution space of
the mechanical design to make the objective function obtain
the minimum value under the condition of satisfying the state
variable constraints [6]. The more complex the mechanical
design is, the more constraints and variables it contains. Not
only that, but some constraints are even discrete and difficult to
describe quantitatively. In the process of structural optimiza-
tion, the final evaluation standard for the quality of the design
plan will be reflected in the way of evaluation function [7]. If
there is only a single optimization goal, then the optimization
process will be relatively simple. But in actual work, there may
be two or more optimization goals that have contradictory
relationships with each other. At this time, it is necessary to
integrate multiple methods such as multiobjective fuzzy op-
timization, evaluation function method, and goal planning
method to optimize the overall structure [8].

Traditional optimization algorithms include mathe-
matical programming method, optimal criterion method,
and so on. These classic optimization methods are limited by
various conditions, so they can be used in a limited range,
and it is difficult to meet the optimization of special ma-
chinery structures in complex environments [9]. For this
reason, it is necessary to introduce computer technology into
intelligent optimization methods, imitate the evolution and
development process of nature, and combine logic, math-
ematics, and science to realize project design and optimi-
zation. In the process of searching for the optimal solution,
the most representative one is genetic algorithm (GA). In
addition, simulated annealing (SA), fuzzy systems, and ar-
tificial neural networks (ANN) are common search opti-
mization techniques at this stage [10, 11].

2.2. Genetic Algorithm. The essence of genetic algorithm is to
simulate the laws of biological heredity and evolution in the
natural environment and obtain a highly adaptive algorithm
that can search for global probability [12]. The genetic al-
gorithm strictly follows the natural law of survival of the
fittest in the calculation process. In each genetic process,
only the group with effective information can iterate to the
next round. After multiple iterations of calculation, the
operations of selection, crossover, and mutation are con-
tinuously performed on individuals, until the optimal so-
lution that satisfies the conditions is obtained [13].
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2.2.1. Basic Genetic Algorithm. The most basic genetic al-
gorithm operation process must first clarify the objective
function, variable, variable search range, and search preci-
sion of the problem, then determine the length of each
design variable code, and then code the variable [14]. In the
process of population initialization, an initial population
containing a certain number of individuals can be randomly
generated according to the selected coding method; namely,

popi(t),t =1,2,3,...,n (1)

Here, t represents the initial population number, which
is used to evaluate and select the fitness value of individuals
to complete genetic processes such as crossover and mu-
tation. It can reflect the pros and cons of all individuals in the
form of a function, and its expression satisfies

fi = fitness (popi (£)), (2)

where f; means to select highly adaptable individuals from
the group to form a new group. In the genetic process, the
process of selection can also be seen as a process of repli-
cation, that is, selecting excellent individuals with strong
adaptability from the population and forming them into a
new population [15]. It is necessary to comprehensively
consider the fitness value when selecting operators. Nor-
mally, the calculated selection probability of each individual
satisfies the formula

i
i fi
Combining formula (3), when selecting outstanding

individuals from the current group popi (t) to inherit to the
next generation, the new group constituted satisfies

Pi (3)

newpop (t + 1) ={popq(t),q = 1,2,3,...,n},  (4)

where newpop (¢ + 1) represents the probability obtained by
the crossover method. The crossover process refers to
randomly selecting two parents of individuals, and then
according to the determined crossover method and prob-
ability, part of the individual genes of the parents are crossed
to form two brand new offspring individuals [16]. Generally
speaking, there are one-point intersection, two-point in-
tersection, and multipoint intersection.

The process of mutation is to reverse the value of a
certain gene in the chromosome. Generally speaking, it is to
call 0 and 1 in the binary string. If the mutated parent
individual is [01100110], when the fourth point is mutated,
then the mutated offspring individual is [01110110]. The
main role of mutation operator in the genetic process is to
enhance the diversity of individuals in the entire population.
The more significant the differences between individuals, the
lower the probability of local optimization [17].

2.2.2. Improved Genetic Algorithm. The basic genetic algo-
rithm can solve most simple optimization problems, but
there are still some shortcomings in the face of complex
multiobjective optimization. In order to meet the require-
ment of designing and optimizing the overall structure of

special machinery in this paper, genetic algorithm needs to
be improved appropriately. Generally speaking, the im-
provement methods of genetic algorithms are mainly di-
vided into improved coding methods, adding advanced
operators, and combining other search algorithms.

Binary encoding is one of the commonly used encoding
methods in genetic algorithms. Suppose ceil represents
rounding to positive infinity, perk represents coding accu-
racy, and [low, up] represents the search range of variables
under restricted conditions; then the length calculation
formula satisfies

) up — low
l:CCll[10g2<peT+l)+1:|. (5)

The actual precision perk’ of the string satisfies the
formula

up — low

i (©6)
2 -1

perk’ =

On the whole, binary coding is simple to operate and has
better global search capabilities, but due to the mapping
error of continuous function discretization, it cannot di-
rectly reflect the structural characteristics of the problem
[18]. In order to improve the search efficiency of genetic
algorithm, this paper improves it to a segmented coding
method. The characteristic of segmented coding is to use two
different coding schemes to divide the algorithm into pre-
liminary search and final search. In the early stage of cal-
culation, the genetic algorithm can perform a rough search
of the whole world and first confirm the possible range of the
optimal solution. In the later stage, gray coding is used to
perform a more detailed search to achieve precise search in a
small area.

2.2.3. Advantages of Genetic Algorithm. Compared with
traditional methods, the superiority of genetic algorithms is
mainly manifested in first, and under the action of genetic
operators, genetic algorithms have strong search capabilities
and can find the global optimal solution of the problem with a
large probability. The inherent parallelism can effectively
handle large-scale optimization problems. Genetic algorithm
has a good global search ability, can quickly search out all
solutions in the solution space without falling into the trap of
rapid decline of local optimal solutions; and using its inherent
parallelism, it can easily perform distributed computing to
speed up the solution. However, the local search ability of
genetic algorithm is poor, which makes the pure genetic al-
gorithm more time-consuming and the search efficiency is
lower in the later stage of evolution. In practical applications,
genetic algorithms are prone to premature convergence. Which
selection method should be adopted to keep good individuals
and maintain the diversity of the group has always been a
difficult problem in genetic algorithms.

2.3. Data Mining Technology. The basis of data mining is
realized on the basis of metadata definition, modeling, and
multidimensional data modeling. Its essence is to mine



useful data from a large amount of data according to its
related laws [19]. Simply put, it is to find the characteristics
of the data through statistics and machine learning on the
basis of data samples and use icons to describe them and
establish their knowledge description model. With the help
of models, people can dig out the value and relevance behind
the information.

Data mining technology can be very helpful to the
optimization design of the structure. In actual work, data can
be classified, summarized, and clustered according to op-
timization objects and constraints and finally confirmed its
association rules [20]. In the machinery manufacturing
industry, data mining technology is often used for fault
diagnosis of parts and components, and resource optimi-
zation is achieved by analyzing the production process.

2.4. Optimization Technology Based on ANSYS. ANSYS is a
finite element analysis software, which is often used in
computer engineering aids to solve various linear and
nonlinear problems [21]. ANSYS not only has an excellent
modeling level but also can effectively achieve problem
solving, nonlinear analysis, and system optimization. Using
ANSYS to optimize design can help users determine the
optimal design plan, use ANSYS’s topology optimization
module to optimize the shape of the model, or confirm the
best distribution of materials [22].

The optimization analysis technology based on ANSYS is
usually divided into three categories; the most common is
the optimization technology based on parametric design
language. This optimization method can not only effectively
form finite element modeling but also further realize
parametric analysis and solution, so it can play a very good
effect in the secondary development and optimization design
of mechanical structure.

2.5. Penalty Function Constraint. Optimization problems are
usually accompanied by certain constraints. The penalty
function method is a constraint processing method that is
often used in the solution of constraint optimization
problems using intelligent algorithms [23]. As an indirect
processing method, the penalty function will form a new
function with the constraint term together with the objective
function after imposing a certain penalty on the constraint
function. Commonly used penalty functions include ex-
ternal point penalty function, differentiable penalty func-
tion, and multiplier method, which can also be directly
divided into internal penalty function method and external
penalty function method [24].

The operating idea of the external point penalty function
method is to define the constraints outside the feasible region
through the penalty effect, and, in the search process, it
gradually moves from the outside of the feasible region to the
boundary until the optimal solution that meets the require-
ments is found. The basic idea of the differentiable penalty
function method is to approximate a nondifferentiable precise
penalty function through a differentiable function. The basic
idea of the multiplier method is to introduce some unde-
termined coefficients into the constraint function to form a
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new unconstrained augmentation objective function with the
original objective function and finally make unconstrained
augmentation by continuously modifying the multiplier
vector of the constraint function. The optimal solution of the
wide objective function is equal to the optimal solution of the
original problem [25]. Because the parameter model studied
in this paper is relatively complicated, when optimizing the
parameter structure, this paper uses the advantages of
computers in data storage and analysis, combined with the
use of historical adaptive DE, and improves the intelligence of
optimization [26].

3. Optimization Experiment of Mechanical
Structure Based on Computer Technology

3.1. Experimental Background. Although special machinery
is not manufactured and used as frequently as daily ne-
cessities, it is an essential part of the national development
strategy. As a high-level weapon machine, the structural
optimization and design process of artillery will inevitably
involve a lot of optimization goals and constraints. This
includes, but is not limited to, the overall structure of the
artillery, the links of the various components of the artillery
system, and finite element dynamics analysis. In order to
optimize the overall structure of the artillery, it is necessary
to combine genetic algorithms, data mining, ANSYS opti-
mization, and penalty functions in computer technology.

3.2. Experimental Model Establishment. The establishment
of a mathematical model of structural optimization is a very
important part of using mathematical methods to solve
structural optimization problems in practical engineering. In
the field of special machinery manufacturing, the mathe-
matical model of structural optimization design needs to
meet the constraints of a series of equilibrium conditions to
maximize the rigidity of the structure, the least flexibility, the
least total weight, or the least material cost. From the
perspective of abstract mathematical form, the mathematical
model of structural optimization mainly includes design
variables, constraint conditions, and objective functions.
Towing artillery is a complicated mechanical structure. In
the modeling process, it is necessary to establish a corre-
sponding finite element model based on its structural
characteristics. This article divides it into four parts: recoil
part, landing part, rotating part, and fixed part.

3.3. Experiment Process. The overall idea of the experiment is
as follows. First, we determine the parameter variables and
their design space and establish a parameterized finite ele-
ment model on this basis. Then, the parameterized model is
used for finite element analysis to obtain the objective
function value and the constraint value, thereby establishing
the implicit correspondence between the objective function
and the constraint function and the current design variables.
Finally, the intelligent optimization algorithm is used to
optimize the overall structure of the artillery, and the op-
timization results are given.



Mathematical Problems in Engineering

In order to further examine the search efficiency of the
improved genetic algorithm and its influence on structural
optimization, this paper records the operating parameters of
the basic genetic algorithm and compares them with the
improved algorithm. When dealing with constrained opti-
mization problems, this paper also compares the constraint
capabilities of several common penalty functions, which
reflects the excellent constraint processing capabilities of the
multiplier method.

4. Application of Computer Technology in
Optimal Design of Overall Structure of
Special Machinery

4.1. Establishment of Special Machinery Model Based on
ANSYS

4.1.1. Application of Special Machinery Parameterized Model
in Structural Optimization. Parameterization is to use a set
of design parameters to agree on the relationship of the
structure size when the structure shape is basically fixed and
then change the structure shape through size drive. Unlike
traditional design methods, parametric design can store the
entire involved process and design a family of models that
are similar in shape and function instead of a single model. It
is precisely because of the parametric modeling technology
that the transmission of data changes between different
levels has the uniqueness and immediacy. On the whole,
parametric technology has a very wide application back-
ground and important significance in the design of special
machinery products and systems.

When building the overall structure model of the ar-
tillery, it is not only necessary to determine the multi-
objective function and constrain the design but also to select
variables based on requirements. Table 1 shows the variable
ranges of various variables in the structural model. It can be
seen from Table 1 that when designing variable spaces, the
results of historical data analysis give priority variables as
much space as possible. For nonpriority variables, you can
refer to the priority basic model and give it a data fluctuation
range of about 30%. Among them, the data of M8 and M9
will directly affect the situation of the gun tail colliding with
the ground when the firing angle range is large. It is im-
possible to judge whether the structure itself interferes.
Therefore, the interference check function must be added
when the new group is optimized; that is, the maximum
between recoil displacement and M8 and M9 is a constraint
that the new group must meet.

After selecting the optimized variables based on his-
torical data, this paper analyzes the sensitivity of each pa-
rameter to the stability of the overall structure, the weight of
the whole gun, the stress of the frame, and the muzzle
disturbance. Figure 1 is a statistical graph of parameter
sensitivity of the overall structure of the model.

It can be seen from Figure 1 that the parameters that
have a greater impact on the stability of the model structure
are M2, M3, M4, M7, and M14. The parameters that have a
greater impact on muzzle disturbance are M3, M4, and M14.
When M3 increases by 10%, the muzzle disturbance of the

TaBLE 1: Variable range of various variables in structural model.

Design variable Ml M2 M3 M4 M5 M6 M7

Design upper limit 125 350 5200 650 1400 600 1000
Design lower limit 0 150 2000 200 1100 400 500
Design variable M8 M9 MI10 M1l MI2 M13 Ml4
Design upper limit 1200 1200 460 550 8 8 680
Design lower limit 600 -400 200 350 2 2 420

artillery increases from 2780 to 3227, and the rate of dis-
turbance increases as high as 16.08%. The parameters that
have a greater impact on the total mass of the artillery are
M3, M10, and M12. It can be seen that in the optimization,
the upper and lower limits of the above parameters should be
given sufficient width, and the interference of the structure
should be considered, and the interference check of the final
feasible design plan should be done.

4.1.2. Intelligently Optimized Implementation Strategy. In
the process of structural optimization, the specific optimi-
zation steps are as follows. (1) Extract valuable data from past
models to form a source database and perform equivalent
processing on all parameter data in it to eliminate structural
differences caused by performance differences. (2) Determine
the variable range of all parameters and ensure that each
parameter will not interfere or conflict with each other. At the
same time, confirm the structural design variables and various
constraints. (3) Form an optimized mathematical model and
determine the objective function and penalty function as the
basic model of genetic algorithm. (4) Parameterize the finite
element model, encode the chromosome, analyze the finite
element of different design parameters, and confirm the
correspondence between the various data in the structure. (5)
Complete genetic calculation through selection, crossover,
and mutation operations and find the optimal solution
through genetic algorithm to achieve system optimization.
Figure 2 shows the changes of various parameters of the
model after intelligent optimization.

It can be seen from Figure 2 that the optimized overall
structure has a certain change from the beginning. For
example, the height of the live wire is reduced from 900 mm
to 600 mm, the length of the frame is changed from 3600 to
3000, and the wall thickness of the frame is changed from 5
to 3. After further understanding the dynamic performance
curve of the optimized model, it can be determined that the
dynamic performance of the model meets the requirements
of use, that is, meets the requirements of accuracy and
stability. Through subsequent optimization and adjustment
of parts, the final optimization plan can be realized.

4.2. Realization of Mechanical Structure Optimization Based
on Genetic Algorithm

4.2.1. Improved Genetic Algorithm and ANSYS Collaborative
Research. In actual work, it is difficult to establish an ac-
curate mathematical model for large complex structures.
Therefore, special finite element analysis tools are required
for analysis and calculation. Improved genetic algorithm and
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FIGURE 1: Parameter sensitivity statistical graph of the overall structure of the model.
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FIGURE 2: Changes in various parameters of the model after in-
telligent optimization.

ANSYS for collaborative calculation can not only effectively
ensure the correct rate of calculation but also reduce some
difficulties that may be encountered in the programming
process and more efficiently achieve structural optimization
design. Figure 3 is a comparison diagram of optimization
results between the basic genetic algorithm and the im-
proved genetic algorithm. Among them, A1-A5 represent
the number of population sizes in five test functions, and
B1-B5 represent the number of optimal solutions obtained
by five test functions in 100 optimization calculations.

It can be seen from Figure 3 that when solving simple
optimization problems such as Project 1 and Project 3, the
basic genetic algorithm can also search for the optimal
solution with a greater probability. But when faced with a
highly discrete multiobjective optimization problem, it is
difficult to determine the optimal solution in the global
search of the basic genetic algorithm. And for the improved
genetic algorithm, even in the face of complex optimization

tasks, the probability of obtaining the optimal solution can
be maintained above 90%. After further understanding the
optimization, it can be found that for simple items 1 and 3,
there is no obvious difference in the calculation time before
and after the genetic algorithm improvement. However, as
the calculation difficulty increases, the efficiency improve-
ment of the improved genetic algorithm will become more
obvious. In Project 5, the basic genetic algorithm took
328.64seconds, while the improved time was only
86.31 seconds, which increased the efficiency by 73.74%.
Overall, the improved genetic algorithm has better ro-
bustness and can find the optimal solution in a shorter
calculation time. For complex problems such as the opti-
mization of the overall structure of special machinery, the
improved genetic algorithm can obviously greatly help
improve the optimization efficiency.

4.2.2. Modeling Stability Analysis Based on Penalty Function.
In the process of using genetic algorithm to optimize the
overall structure of special machinery, more variables and
constraints will appear. For this reason, it is necessary to
introduce a penalty function as a constraint function to
ensure that the genetic algorithm can better achieve system
optimization. Figure 4 is a comparison of three different
forms of penalty function constraints. Among them,
MI1-M4 represent the number of times that the constraint
conditions are met when the four types of test functions are
calculated 100 times. N1-N4 represent the number of times
the optimal solution is obtained when the four types of test
functions are calculated 100 times.

It can be seen from Figure 4 that in a total of 400 opti-
mization calculations, the three penalty functions meet the
constraint conditions relatively well, and the multiplier method
still has a slight advantage in comparison. However, when
comparing the number of times to obtain the optimal solution,
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it can be found that the multiplier method has significantly
better performance than the exterior point penalty function
and the differentiable penalty function. On the whole, using the
multiplier method to constrain the overall structure of special
machinery can achieve better results.

4.3. Finite Element Analysis Based on Ansys. APDL para-
metric modeling is used to establish a finite element analysis
model from bottom to top. Its mechanical behavior is based
on the principle of no pressure, and only the pulling force is
considered. The anchor rod and the raft are connected by a
common node to ensure their deformation coordination
under load. The specific results are shown in Table 2.
From Figure 5, we can see that the fitness change is very
small after the 150th generation of evolution, and there is
basically no change in fitness after the 250th generation. The
change in the weight of the whole gun changes greatly before
the 120th generation. After the change is small, there is
basically no change after the 250th generation. It can be seen

TaBLE 2: Overall structure weight change data sheet.

Number of evolutions 0 50 100 150 200 250 300
A 290 341 3.84 441 425 4.59 471
B 292 356 4.20 4.01 4.33 4.52 4.53
C 2.85 3.31 413 4.45 427 4.59 4.51
D
E

340 3.73 393 419 446 477 475
329 353 396 4.08 443 459 4.71

Overall structure weight change

Value

2.85
2.5
A B C D E
Group
0 —— 200
— 50 —— 250
100 — 300
— 150

FIGURE 5: Analysis chart of overall structure weight change.

from the above trends that the evolution 300 has made the
optimization mature, and the optimization results have
basically reached the optimal value. The optimization effect
of increasing the evolution algebra is not great.

5. Conclusions

This paper analyzes the special machinery model based on
ANSYS. In this paper, a mathematical model is established
around the overall structure of the artillery. In the deter-
mination of multiple objective functions and constraint



design, genetic algorithms are introduced to improve var-
ious problems in the optimization process. When con-
firming the optimized variables and variable ranges, a data
fluctuation range of about 30% was given to nonfinite
variables. After understanding the parameter sensitivity of
the overall structure of the artillery, the parameters that have
a greater impact on performance were optimized. Because
the artillery parameter model is more complicated, when
optimizing the parameter structure, this article uses the
advantages of the computer in data storage and analysis,
combined with the past historical data to improve the in-
telligence of the optimization. In this paper, the overall
optimization design of the artillery model is carried out
according to the scientific and intelligent optimization steps,
and the random election method is used to ensure the di-
versity of the population in the genetic process. From the
experimental results, the adjustment of various parameters
in the model makes the model more in line with dynamic
performance in terms of accuracy and stability.

In this paper, the optimal design of mechanical structure
is realized based on genetic algorithm. As a finite element
analysis software, the combination of ANSYS and genetic
algorithm can effectively promote the overall structure
optimization of special machinery. In the experiment, this
paper found that the basic genetic algorithm can solve most
simple objective optimization tasks, but there are still many
shortcomings in the face of multiobjective tasks with high
discrete variables. Because this paper has improved the
genetic algorithm, from the experimental data, the improved
genetic algorithm can greatly improve the optimization
calculation efficiency on the basis of ensuring the optimi-
zation accuracy and has higher robustness. This paper
compares the constraint performance of the three types of
penalty functions: external point penalty function, differ-
entiable penalty function, and multiplier method. From the
final result, the multiplier method has better performance in
two types of tests: satisfying the constraints and obtaining
the optimal solution.

With the advent of the era of automation, how com-
panies can keep up with the rapid development of the market
and correctly grasp the direction of product development
and design is the key to winning this opportunity. Through
the study of knowledge reuse, this paper has realized the
purpose of shortening the development cycle and satisfying
the needs of customers to the greatest extent. It proposes a
method to realize the scientific analysis of market demand
information through the integration of quality function
deployment technology and functional system analysis
technology. The transformation of demand information and
functional parameter design and a method for calculating
transformation weights are proposed, which provide im-
portant weight coefficients for the product instance
matching stage. This paper uses multilevel example de-
composition to achieve the decomposition of the target
design scheme and uses the subspace algorithm to classify
the existing design examples. And it is proposed to complete
the calculation process of matching the target design scheme
with the existing design examples.
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