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Neural network theory is the basis of massive information parallel processing and large-scale parallel computing. Neural network
is not only a highly nonlinear dynamic system but also an adaptive organization system, which can be used to describe the
intelligent behavior of cognition, decision-making, and control.,e purpose of this paper is to explore the optimizationmethod of
neural network and its application in information processing. ,is paper uses the characteristic of SOM feature map neural
network to preserve the topological order to estimate the direction of arrival of the array signal. For the estimation of the direction
of arrival of single-source signals in array signal processing, this paper establishes a uniform linear array and arbitrary array
models based on the distance difference vector to detect DOA. ,e relationship between the DDOA vector and the direction of
arrival angle is regarded as amapping from the DDOA space to the AOA space. For this mapping, through derivation and analysis,
it is found that there is a similar topological distribution between the two variables of the sampled signal. In this paper, the network
is trained by uniformly distributed simulated source signals, and then the trained network is used to perform AOA estimation
effect tests on simulated noiseless signals, simulated Gaussian noise signals, and measured signals of sound sources in the lake.
Neural network and multisignal classification algorithms are compared. ,is paper proposes a DOA estimation method using
two-layer SOM neural network and theoretically verifies the reliability of the method. Experimental research shows that when the
signal-to-noise ratio drops from 20 dB to 1 dB in the experiment with Gaussian noise, the absolute error of the AOA prediction is
small and the fluctuation is not large, indicating that the prediction effect of the SOM network optimization method established in
this paper does not vary. ,e signal-to-noise ratio drops and decreases, and it has a strong ability to adapt to noise.

1. Introduction

In the information society, the increase in information
generation is getting bigger [1]. To make information
available in a timely manner to serve the development of the
national economy, science and technology, and defense
industry, it is necessary to collect, process, transmit, store,
and make decisions on information data. ,eoretical in-
novation and implementation are carried out to meet the
needs of the social development situation. ,erefore, neural
networks have extremely extensive research significance and
application value in information science fields such as
communications, radar, sonar, electronic measuring in-
struments, biomedical engineering, vibration engineering,

seismic prospecting, and image processing. ,is article fo-
cuses on the study of neural network optimization methods
and their applications in intelligent information processing.

Based on the research of neural network optimization
method and its information processing, many foreign
scholars have studied it and achieved good results. For
example, Al Mamun MA has developed a new method of
image restoration using neural network technology, which
overcomes to a certain extent the above shortcomings of
traditional methods. In addition, neural networks have also
been widely used in image edge detection, image segmen-
tation, and image compression [2]. Hamza MF proposed a
BP algorithm to train RBF weights. ,e BP algorithm with
additional momentum factor can improve the training
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coefficient of the network and avoid the occurrence of os-
cillations, which improves the training rate of the network
[3]. Tom B proposed an RBF-PLSR model based on genetic
clustering. ,is model uses the clustering analysis of genetic
algorithm to determine the number of hidden layer nodes
and the center of hidden nodes in the RBF network, and the
PLSR method is used to determine the network’s right to
connect [4, 5].

In my country, an adaptive linear component model is
proposed. ,ey also made Adaline into hardware and suc-
cessfully applied it to offset the echo and noise in commu-
nications. Quan proposed the error back-propagation
algorithm, the BP algorithm, which in principle solves the
problem of the multilayer neural network training method,
whichmakes the neural network have strong computing power
and greatly increases the vitality of the artificial neural network
[6]. Cheng uses mathematical theory to prove the fundamental
limitation of single-layer perceptron in computing. However,
for multilayer neural networks with hidden layers, an effective
learning algorithm has not yet been found [7].

In this paper, the problem of single-signal source
azimuth detection under uniform linear sensor array and
arbitrary array is studied, and the direction-of-arrival
detection array model is established, respectively. In the
case of a uniform linear array, this paper establishes a two-
layer SOM neural network. First, explain the theoretical
basis of this neural network, that is, the homotopological
structure between the input vector and the output result.
For this reason, we separately analyzed the topological
structure of the DDOA vector and the predicted value of
the AOA in the case of a uniform linear array. ,rough
derivation and simulation data, we can see that the two do
have similar topological structures, which led us to es-
tablish the SOM neural network system. It can be applied to
AOA prediction problems based on DDOA. Finally,
simulation experiments and lake water experiments verify
the practical feasibility of this method.

2. NeuralNetworkOptimizationMethodandIts
Research in Information Processing

2.1. ArrayOptimization andOrientationBased onDDOAand
SOM Neural Network. Signal and information processing
mainly includes three main processes: information ac-
quisition, information processing, and information
transmission [8, 9]. ,e array signal processing can be
regarded as an important branch of modern data signal
processing. Its main research object is the signal trans-
mitted in the form of spatial transmission wave. It receives
the wave signal through a sensor array with a certain spatial
distribution and performs information on the received
signal extract. ,is paper mainly studies the algorithm of
the sensor array to detect the sound wave’s azimuth,
namely, the direction of arrival (DOA).

2.1.1. Array Signal Model. Array signal processing is often
based on a strict mathematical theoretical model based on a
series of assumptions about the observed signal. ,e objects

explored in this article are all two-dimensional spatial signal
problems. ,ese assumptions stem from the abstraction and
generalization of the observed signal and noise.

(1) Narrowband signal: when the bandwidth of the spatial
source signal is much smaller than its center fre-
quency, we call this spatial source signal a narrowband
signal; that is, the general requirement is met.

WB

fo

<
1
10

, (1)

where WB is the signal bandwidth and fo is the
signal center frequency. A single-frequency signal
with a center frequency of fo can be used to simulate
a narrowband signal. ,e sine signal as we know it is
a typical narrowband signal. ,e analog signals used
in this article are all single-frequency sine signals.

(2) Array signal processing model: suppose that there is
a sensor array in the plane, in which M sensor array
elements with arbitrary directivity are arranged, and
K narrowband plane waves are distributed in this
plane. ,e center frequencies of these plane waves
are all wo and the wavelength is λ, and suppose that
M>K (that is, the number of array elements is
greater than the number of incident signals). ,e
signal output received by the k-th element at time t is
the sum of K plane waves; namely,

xk(t) � 
K

t�1
ak θi( si t − τk θi( ( , (2)

where ak(θi) is the sound pressure response coeffi-
cient of element k to source i, si(t − τk(θi)) is the
signal wavefront of source i, and τk(θi) is the relative
value of element k to the reference element time
delay. According to the assumption of narrowband
waves, the time delay only affects the wavefront by
the phase change, so

si t − τk θi( (  ≈ si(t)e
− jw0τk θi( ). (3)

,erefore, formula (2) can be rewritten as

xk(t) � 
K

i�1
ak θi( si(t)e

− jw0τk θi( ). (4)

Write the output ofM sensors in vector form; the model
becomes

x(t) � 
K

i�1
a θi( si(t). (5)

Among them,

a θi(  � a1 θi( e
− jw0τ1 θi( ), a2 θi( e

− jw0τ2 θi( ),

. . . , aM θi( e
− jw0τ3 θi( ).

(6)

It is called the direction vector of the incoming wave
direction 0.
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Let A(θ) � [a(θ1), a(θ1), . . . , a(θ1)], s(t) � [s1
(t), s1(t), . . . , s1(t)]T. ,e other measurement noise is n (t);
then the above array model can be expressed as

x(t) � A(θ)s(t) + n(t). (7)

Among them, x(t), n(t) ∈ CK, and A(θ) ∈ CM×K is the
direction matrix of the array model.

2.1.2. Subspace Decomposition Based on Eigendecomposition
of Array Covariance Matrix. ,e DOA estimation problem
is the estimation of the direction of arrival angle and the
parameter θi(i � 1, 2, . . . , K) in natural space, which re-
quires the covariance information between the different
elements of the array for analysis. For this, first calculate the
spatial covariance matrix output by the array:

R � E x(t)x
H

(t) , (8)

where E{.} represents statistical expectation; let

E s(t)s
H

(t)  � Rs, (9)

E n(t)n
H

(t)  � σ2I. (10)

It is the covariance matrix of noise. It is assumed that the
noise received by all elements has a common variance, and
σ2 is also the noise power. From equations (9) and (10), we
can get

R � ARsA
H

+ σ2I. (11)

It can be proved that R is a nonsingular matrix and a
positive definite Hermitian square matrix; that is, RH � R.
,erefore, the singular value decomposition of R can be
performed to achieve diagonalization, and the eigende-
composition can be written as follows:

R � UΛUH
, (12)

where U is the transformation unitary matrix, so that matrix
R is diagonalized into a real-valued matrix
Λ � diag(λ1, λ2, . . . , λM), and the eigenvalues are ordered as
follows:

λ1 ≥ λ2 ≥ · · · ≥ λM > 0. (13)

From equation (13), it can be seen that any vector or-
thogonal to A is an eigenvector of matrix R belonging to the
eigenvalue σ2.

2.1.3. RBF Neural Network Estimates the Direction of Arrival.
RBF neural network is a method that can perform curve
fitting or interpolation in high-dimensional space. If the
relationship between the input space and the output space is
regarded as a mapping, this mapping can be regarded as
defined in the high-dimensional space. A hypersurface of the
input data and a designed RBF neural network are equivalent
to the height fitting of this hypersurface. It establishes an

approximate hypersurface by interpolating the input data
points [10, 11].

,e sensor array is equivalent to a mapping from the
DOA space ( θ � [θ1, θ2, . . . , θK] ) to the sensor array
output space ( s � [s1, s2, . . . , sM] ), a mapping
G: RK⟶ CM:

sm � 
K

k�1
ake

j mω0d sin θk/c( )+ak( ), m � 1, 2, . . . , M, (14)

where K is the number of source signals,M is the number of
elements of the uniform linear array, ak is the complex
amplitude of the k-th signal, α is the initial phase, ω0 is the
signal center frequency, d is the element spacing, and c is the
propagation speed of the source signal [12, 13].

When the number of information sources has been
estimated as K, the function of the neural network on this
problem is equivalent to the inverse problem of the above
mapping, that is, the inverse mapping F: CM⟶ RK. To
obtain this mapping, it is necessary to establish a neural
network structure in which the preprocessed data based on
the incident signal is used as the network input, and the
corresponding DOA is used as the network output after the
hidden layer activation function is applied. ,e whole
process is a targeted training process, and the process of
fitting the mapping with the RBF neural network is
equivalent to an interpolation process.

2.2. EstimationofDirectionofArrival ofUniformLinearArray
SOM Neural Network

2.2.1. Kohonen Self-Organizing Neural Network. A SOM
neural network consists of two layers: the input layer and the
competition layer (also called the output layer). ,e number
of nodes in the input layer is equal to the dimension of the
input vector, and the neurons in the competing layer are
usually arranged in a rectangle or hexagon on a two-di-
mensional plane. ,e output node j and the input node are
connected by weights:

ωj � ωj1,ωj2, . . . ,ωjm 
T
. (15)

,e training steps of the Kohonen SOM neural network
used in this article are as follows: the first step is network
initialization [14, 15]. Normalize the input vector x to x ̂ such
that |(|x ̂ |)|� 1:

x �
x

‖x‖
�

x


m
i�1 x1( 

2
 

1/2, (16)

where x � [x1, x2, . . . , xm]T is the training sample vector of
the network. Initialize the network weight wj

(j � 1, 2, . . . , K) to be the same as the partially normalized
input vector é.

,e second step is to calculate the Euclidean distance
between the input vector x and the corresponding weight
vector ωj of each competing layer neuron to obtain the
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winning neuron ωc [16, 17]. ,e selection principle of the
winning neuron is as follows:

x − tωc





 � min

j
x − tωj

�����

�����. (17)

,e third step is to adjust the weight of the winning
neuron ωc and its neighborhood ωj. ,e adjustment method
is as follows:

ωji(t + 1) � ωji(t) + η(t) xi − ωji(t) , j ∈ Uc(t). (18)

Among them, η(t) is the learning rate function, which
decreases with the number of iteration steps t [18, 19]. ,e
function Uc(t) is the neighborhood function; here is the
Gaussian function:

Uc(t) � exp
rj − rc

�����

�����
2

2σ2
⎛⎜⎜⎝ ⎞⎟⎟⎠η(t), (19)

where r is the position of the neurons in the competition
layer on a two-dimensional plane and σ is the smoothing
factor, which is a normal number.

2.2.2. DOA Estimation Model Based on SOM Neural
Network. Build a two-layer SOM neural network. ,e first
layer of SOM neural network is the sorting layer, which
maps the input training data into a two-dimensional space.
According to the activation of neuron nodes on the first two-
dimensional grid, the output of the corresponding neuron
node in the second grid is defined by the following rules:

(1) If the neuron node j is activated by only one training
sample vector and the signal position corresponding
to this sample is (xki

, yki
)(i � 1, 2, . . . , nj), then the

output of the corresponding node of the second layer
of grid is the direction angle of this signal [20, 21],
namely,

θj � arctan
yi

xi − M(r/2)
. (20)

(2) If the neuron node j is activated by more than one
training sample vector, that is, nj > 1, and the signal
positions corresponding to these samples are
(xki

, yki
)(i � 1, 2, . . . , nj), then the output of the

corresponding node of the second layer of grid is the
average value of the direction angle of these signals
[22, 23], namely,

θj �
1
nj



nj

i�1
arctan

yki

xki
− M(r/2)

. (21)

(3) If the neuron node j has never been activated by any
training sample vector, the corresponding output
neuron node is regarded as an invalid node. When
this node is activated by a new input vector, the
output value is defined as the output direction angle
of the valid node closest to this node.

2.2.3. Method Reliability Analysis. ,e establishment pro-
cess of the two-layer SOM neural network we proposed
above shows that the topological order of AOA is similar to
the topological distribution of DDOA vectors. In other
words, when the Euclidean distance between two DDOA
vectors is small, the Euclidean distance of the corresponding
AOA value must also be small. ,is is the theoretical basis
for our proposed method, and we will conduct a detailed
analysis on this nature.

Suppose that the DDOA vectors of two adjacent source
signals are d and d1 � d + Δ d, and the corresponding AOAs
are θ and θ1 � θ + Δθ, respectively. ,e DDOA increment
and AOA increment are

Δd � Δd0,1,Δd1,2, . . . ,ΔdM− 1,M 
T
,

Δθ � θ1 − θ,
(22)

where Δdi,j+1 � d1
i,j+1 − di,j+1; obviously the function di,j+1 at

the point (x, y) ∈ R2 is differentiable, which shows that the
DDOA vector d and the AOA value θ have a consistent trend
[24, 25]. In other words, when the DDOA vectors of two
source signals are similar, their arrival direction angles AOA
must also be similar. ,erefore, the topological orders and
distributions of DDOA vector and AOA are basically the
same.

2.3. Genetic Clustering Method. In cluster analysis, the
K-means clustering method is a clustering method that is
often used. Generally, when determining the structure of the
RBF network, this method is used to determine the number
of hidden layer nodes of the network and the center of the
node.

2.3.1. Chromosome Coding and Population Initialization.
In order to accelerate the speed of convergence, we use real
number coding [26]. For samples with m-dimensional di-
mensions, if the number of classes to be classified is n, the
centers of n classes are encoded, and the dimensions of each
center are m-dimensional; then the length of the chromo-
some is n×m. In this way, a chromosome represents a
complete classification strategy. Initialize the preset number
of chromosomes to get the initial population.

2.3.2. Determination of Fitness Function and Selection of
Fitness. For each chromosome, according to the classifi-
cation information carried on it, according to the idea of
distance classification, the classification of each sample in the
original data can be determined, and the distance between
the sample and its category center (here is Euclidean dis-
tance) can also be determined [27, 28]. After determining the
classification of the sample, the sum of the distances within
the class can be calculated:

F � 
k

i�1


ni

j�1
xj − Ci

�����

�����. (23)
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At the same time, the sum of the distances between
classes can also be found:

Q �
1
2



k

i�1


k

j�1,j≠1
Ci − Cj

�����

�����, (24)

where F is the sum of distances within classes,Q is the sum of
distances between classes, k is the number of classes in the
classification, ni is the number of samples belonging to the i-
th class, xj is the j-th sample of the i-th class, and Ci is the
center of the i-th class.

3. NeuralNetworkOptimizationMethodandIts
Experimental Research in
Information Processing

3.1. Underwater Experimental Research in the Lake. ,e
underwater experiment is carried out in the lake. ,e
average depth of the lake water is 50 meters to 60 meters.
,e area of open water is more than 300 meters ∗ 1200
meters, and the water body is relatively stable and suitable
for DOA estimation experiments. ,e experimental
equipment used this time is a uniform linear array com-
posed of 4 acoustic pressure hydrophones with an array
spacing of 0.472 meters.

3.2. Experimental Methods and Data Collection

3.2.1. No Noise. In order to verify the effectiveness of the
two-layer SOM neural network established in this paper for
arbitrary array conditions, we conducted a simulation ex-
periment of detecting the direction of acoustic signals with
arbitrary sensor arrays underwater. Assuming that the
sensor array contains 4 sensors, the frequency of a single
sound source signal is f� 2 kHz, the propagation speed of the
sound signal in water is c� 1500m/s, and the distance be-
tween two adjacent sensors is Δi � 0.375, which is the
wavelength half. ,e positions of the four sensor array el-
ements are (x1 � 0.y1 � 0), (x2 � 0.3, y2 � 0.225), (x3 � 0.5,
y3 � −0.0922), and (x4 � 0.6, y4 � 0.2692). In order to
obtain the training vector, we uniformly collect 60× 30
points from the rectangular area [−20, 20] × [0, 20] ∈ R2 as
the emission positions of 1800 simulated sound source
signals, which can calculate 1800 DDOA vectors r, and input
them into the network as training vectors of the network.

Calculate the value of Rmax(x, y):

Rmax(x, y) � maxR(x, y,Δx,Δy), (x, y) ∈ [−100, 100]

×[−100, 100].

(25)

Except for the few points near the origin (0, 0), the
function Rmax(x, y) at most of the remaining points has a
common upper bound, which belongs to the second case.

3.2.2. Noise. In practice, the signal data collected by the
sensor array is often noisy, and the energy of noise is
generally large. ,e signal-to-noise ratio between signal and

noise often reaches very low values, even below 0 dB; that is,
the signal is overwhelmed by environmental noise that is
much stronger than its strength. When the signal-to-noise
ratio is particularly small, people usually perform a
denoising filtering process artificially in advance to make the
filtered signal-to-noise ratio at least above 0 dB. ,erefore, a
good model that can be applied to practice must be appli-
cable to noisy environments.

3.3. Performing Genetic Clustering on Standardized Training
Sample Data. ,e number of preselected clustering cate-
gories is in the interval between 1/7 and 1/4 of the total
number of samples (in order to facilitate the training of the
network, too few or too many categories will result in poor
training effects), take the population number as 30, the
crossover rate is 75%, and the mutation rate is 5%. ,e
fitness function is selected so that the ratio of the interclass
distance to the intraclass distance increases with the increase
of the fitness function, and a convergent solution can be
obtained in about 50 generations. In the interval class, the
number of classes is changed one by one until the fitness
function is minimized.,e number of categories at this time
is the number of hidden nodes in the RBF network, and the
center of each category is the center of the node.

4. NeuralNetworkOptimizationMethodandIts
Experimental Research Analysis in
Information Processing

4.1. Noise-Free Simulation Experiment. To test the perfor-
mance of the network, we select six sets of source signals
with different distances from the origin, that is, six sets of
points as the test. ,e distances to the origin of the coor-
dinates are 8 meters, 16 meters, 20 meters, 30 meters, 50
meters, and 100 meters. Each group contains 21 simulated
signals with different AOA values. Calculate the DDOA
vectors corresponding to these simulated signal emission
points, and then input these vectors as test vectors into the
trained two-layer SOM neural network. ,e output of the
network is the corresponding AOA predicted value. ,e
experimental results are shown in Figure 1.

,e absolute error value of the AOA prediction result is
shown in Figure 1. It can be seen that not only can the SOM
network trained with the near-field simulation signal (the
signal position is within the area [0, 21]× [0, 21]) perform
the training in the near-field (4m, 8m, and 12m) but also
the AOA prediction effect of the test signal is good. Except
for individual points, the AOA prediction accuracy of the
test signal (16m, 32m, and 64m) in the far field is also very
high, and the error is basically controlled in the interval
[−0.40, 0.40], the error is smaller than the near field, the effect
is better, and the error fluctuation is smaller.

To illustrate the effectiveness and scalability of this
method in predicting AOA, we set up an RBF neural net-
work for comparison. ,e RBF neural network established
here uses the DDOA vector of the same simulation signal
(within the area [0, 20] [0, 20]) as the input vector of the
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network training and the corresponding AOA value as the
target output of the network training.

As shown in Table 1 and Figure 2, the average of the
absolute value of the AOA prediction error of the noise-free
signal in the simulation experiment is approximately 0.1° to
0.4°, the minimum is 0.122°, and the maximum is only 0.242°,
and most of the test signals (accounting for the absolute
value of the prediction error of the number of test signals
(70%∼ 80%)) are less than 0.1°.

To illustrate the effectiveness and scalability of this
method in predicting AOA, we set up an RBF neural net-
work for comparison. ,e RBF neural network established
here uses the DDOA vector of the same simulation signal
(within the area [0, 20] [0, 20]) as the input vector for
network training, and the corresponding AOA value is used
as the target output of the network training. Experimental
results are shown in Table 2.

As shown in Figure 3, the two networks both use the
same 20 simulated signals as test signals. ,e transmission
positions of the tested signals are evenly distributed between
2 meters and 40 meters from the origin, including the
training area, that is, within 20 meters. It can be seen from
Figure 4 that the prediction effect of the RBF neural network
in the training area is similar to that of the SOM neural
network, but the prediction effect outside the training area is
poor, while the SOM neural network shows strong adapt-
ability to distance changes. ,is shows that the RBF neural
network will be affected by the distance factor, because its
training principle is to use the idea of interpolation to fit the
mapping relationship, which makes the error larger when
the test data exceeds the training range.

Table 1: SOM neural network prediction results of noise-free
signal AOA.

Distance 4 8 12 16 32 64
Average error 0.215 0.124 0.147 0.105 0.109 0.152
Pr (err <0.3°) 0.763 0.862 0.901 0.986 0.853 0.901
Pr (err <0.2°) 0.782 0.816 0.792 0.827 0.879 0.815

Average error
Pr (err < 0.3°)
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Figure 2: SOM neural network prediction results of noise-free
signal AOA.

4
8
12

16
32
64

–2

–1

0

1

2

3

4

5

A
ng

le
 er

ro
r (

de
gr

ee
)

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 201

Point

Figure 1: Absolute error of AOA predicted value of source signal at
different distances using SOM neural network.

Table 2: Comparison of AOA errors predicted by SOM neural
network and RBF neural network.

x 0 5 10 15 20 25 30 35 40
BRF 0.43 −0.05 0.08 −0.16 0.09 6.25 15.64 16.28 17.89
SOM −0.08 0.04 −0.11 0.03 0.08 0.13 0.01 0.04 0.02

BRF

SOM

40
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20
15

10
5
0

0 5 10 15 20–5
Parameter value

Figure 3: Comparison of AOA errors predicted by SOM neural
network and RBF neural network.

6 Mathematical Problems in Engineering



4.2. Simulation Experiment withGaussianNoise. In practical
applications, the signal received by the sensor array is often
noisy. So here we use the signal containing Gaussian white
noise to test the abovementioned SOM neural network, and
the test results are shown in Table 3.

It can be seen from Figure 4 that when the signal-to-
noise ratio drops from 20 dB to 1 dB, the absolute error of the
AOA prediction is small and the fluctuations are not large;
that is, when the signal-to-noise ratio is greater than 1 dB, we
establish that the prediction effect of the SOM network does
not decrease with the decrease of the signal-to-noise ratio,
and it has strong adaptability to noise.

4.3. Experimental Analysis of Underwater Experiment Results
in the Lake. During the experiment, the hydrophone array
was placed at a depth of 3.7 meters below the surface of the
water to be fixed. ,e sound source to be measured is
produced by a transducer. Here, the transducer is placed at a
depth consistent with the depth of the hydrophone, and the
sound wave frequency is 2KHz. ,e position and direction
of the sound source are changed by changing the position of
the transducer. When the transducer is at a certain position,
the hydrophone array receives the signal, considering the
speed of the sound signal in the water and the time difference
of the signal after noise reduction, and we can get the DDOA
vector. Input the DDOA vector into the pretrained SOM
neural network to get the estimated value of AOA. ,e
estimated results are shown in Table 4.

As shown in Figure 5, the results of the noise-free signal
test show that this method is ideal for both near-field signals
and far-field signals; the test results for signals containing
Gaussian white noise reflect the high prediction accuracy of
this method under low signal-to-noise ratios. Further, the
applicability of this method in actual experiments can be
seen from the results of lake water field experiments.

,is paper uses the two-layer SOM neural network
proposed earlier and inputs the DDOA vector consistent

with the previous simulation experiment as training data
into the network to train the network. Assuming that similar
DDOA vectors also correspond to similar signal emission
positions, the signal emission positions are also estimated
according to the aforementioned three neuron activation
situations and principles. ,e test signal emission points are
selected as 20 points in the area where the simulation signal
used for training the network is located, and they are evenly
distributed along the curve. ,e test results are shown in
Table 5.

,e test result is shown in Figure 6, the actual position
point number is consistent with the abscissa, and the cor-
responding network estimated position is marked with a
number. It can be seen that, except for a few points, the
estimated deviation is small, and the other deviations are still
large. ,erefore, the hypothesis is not true, and this two-
layer SOM neural network is not suitable for the estimation
of signal transmission position.

4.4. Comparison and Analysis of Results. ,e category center
of K-means clustering method is generated based on a
limited number of iterations, while the category center of
genetic clustering is generated by global search.,erefore, in
terms of the clustering effect and the robustness of the

Table 3: SOM neural network predicts AOA resulting in the case of
additional Gaussian noise.

AOA (degrees) 0 5 10 15 20
10 −0.42 0.68 −0.83 0.11 −0.29
20 −6.24 −0.16 0.03 −2.57 2.62
30 3.89 0.08 −0.18 2.18 −1.38
40 1.28 2.48 1.36 1.98 1.23

Table 4: AOA prediction results of the experiment in the lake.

Actual AOA Sound distance (m) Forecast AOA Absolute error
85 900 78.5 7.4
55 500 47.3 3.8
25 200 26.2 5.2
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Figure 5: AOA prediction results of the experiment in the lake.
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Figure 4: SOM neural network predicts AOA resulting in the case
of additional Gaussian noise.
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category center, genetic clustering algorithm is better than k-
means clusteringmethod in these two points. Table 6 lists the
ratio of the sum of the interclass distances to the sum of
intraclass distances obtained by using these two methods,
respectively, that is, the fitness function.

It can be seen from Figure 7 that, compared to the
K-means clustering method, the genetic clustering method
has obvious advantages in the “cohesion effect” of the
cluster center. Especially for RBF networks, the “cohesion
effect” of the center often has a greater impact on the
performance of the network, so although from the per-
spective of purely physical or chemical clustering analysis,
genetic clustering is not necessarily superior to K-means
method, in terms of the effect of RBF network learning,
genetic clustering has greater advantages compared to
K-means clustering.

4.5. Influence of theNumberofNeuronNodes on thePrediction
Effect. In order to study the influence of the number of
neuron nodes in the network on the prediction effect,
simulation experiments were carried out on 6 different
neuron node distribution modes. ,e absolute value of the
absolute error of the experimental results is then averaged, as
shown in Table 7.

As shown in Figure 8, it can be seen that the network
prediction effect using the signal on the circle as the training
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Figure 7: Comparison of genetic clustering and K-means clus-
tering methods.

Table 5: Using SOM neural network to predict signal position
results.
X 0 5 10 15 20
Real 3.68 5.18 6.63 8.46 17.36
Estimation 4.95 6.32 7.13 10.47 15.36
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Figure 6: Using SOM neural network to predict signal position
results.

Table 6: Comparison of genetic clustering and K-means clustering
methods.

Number of categories Fitness
K-means clustering

method
Genetic clustering

method
4 3.26 4.61
5 3.52 4.78
6 3.78 4.98
7 3.62 5.18
8 3.29 4.72

Table 7: Average absolute value of AOA prediction error under
different neuron node arrangements.
Node
arrangement 20× 20 25× 25 30× 30 35× 35 40× 40 45× 45

Rectangular
domain 0.72 0.61 0.57 0.48 0.55 0.62

Circle 0.51 0.56 0.42 0.37 0.33 0.41
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Figure 8: Average absolute value of AOA prediction error under
different neuron node arrangements.
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data is better than that of the signal training network in the
rectangular area. ,e prediction accuracy of the network
with a neuron node distribution of 40× 40 is relatively better
than that of other node distributions. ,is distribution is an
n× n square matrix arrangement, which is slightly smaller in
number than the number of training samples. It can also be
seen that the prediction effect of the network is not better as
the number of neuron nodes increases.

5. Conclusions

In this paper, a two-layer SOM neural network is used to
study the AOA prediction problem based on DDOA vectors
under arbitrary arrays in theory and simulation experiments.
,is network is equivalent to a classifier, through the
classification of DDOA vectors to achieve the classification
of AOA values, so as to achieve the purpose of predicting
AOA. ,e established two-layer SOM neural network is
further discussed, and the feasible situation of applying the
network for prediction is given. First, clarify the features
used for prediction and form the input vector, and the
predicted object is used as the output of the network.

,is method is verified through simulation experiments
and actual lake experiments. From the experimental results,
it can be seen that the neural network trained in advance
through simulation data can detect the direction of arrival of
the source signal without noise, Gaussian white noise, and
real noise environment, and the angle estimation effect is
good. Finally, we further compare the prediction effect of
this method with the classic MUSIC algorithm and RBF
neural network method. ,e experimental results show that
the performance of this network is excellent and can be
considered for practice.

,is paper applies SOM neural network to the estima-
tion of the direction of arrival of array signals. It is found
through research that the DDOA vector and AOA in the
array signal have similar topological distributions. Based on
this, the SOM neural network is connected with the topo-
logical order to establish a two-layer SOM neural network to
estimate the direction of arrival of the array signal. While the
method has a theoretical basis, it also shows high estimation
accuracy in both simulation experiments and lake water
experiments.
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