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This paper proposes an improved GA (genetic algorithm)-based integrated optimization of automated container terminal scheduling. The three-stage integrated optimization model of automated container terminal scheduling is suggested, and the objective is the minimal operation time of the loading and unloading tasks at the automated container terminal. To solve the difficult combination problem, an improved GA, which is named PGA (Probability Genetic Algorithm), is developed. As traditional GA does not change the probability according to the specific iterations in the population, PGA improves the above limitation to improve population distribution and accelerate convergence. Different from published literature, the study of this paper can be presented in two aspects. One is in the modeling; it includes (i) formalizing the description of the purpose of the model and (ii) having a real-world coordination of three types of equipment that are incorporated at automated container terminals. The other is that PGA is applied to deal with the integrated scheduling whose results can be gotten with better solving speed and convergence. Numerical experiments show that the model constructed in this paper has important reference value for the optimum ratio of QCs, AGVs, and ASCs in automated container operation, which is of great significance to improve the efficiency of the automated terminal. Furthermore, compared with the results of traditional GA and PSO (particle swarm optimization), the speed and convergence of PGA have been greatly improved.

1. Introduction and Literature Review

In order to improve efficiency and profits, traditional container terminals began to use automated technology and stepped into the process of automation construction. Scheduling plays a crucial role in manufacturing and service industries [1]. Improving the operation efficiency of automated container terminals is an urgent problem to be solved. The operation system of the automated container terminal consists of three parts: loading and unloading operations, horizontal transportation operations, and yard operations. Different operations can be completed by different types of mechanical equipment. Different choices of equipment make up different operation schemes of the automated container terminal scheduling. This research is based on the background of “Double-Trolley Quay Cranes (QCs) + Automatic Guide Vehicles (AGVs) + Automatic Stacking Cranes (ASCs)” loading and unloading system of Shanghai automated container terminal at Yang Shan Port. The three-level integrated scheduling optimization model of the automated container terminal operation system is established, and an improved GA is designed to solve the problem in this paper. The objective is minimizing the completion time of all the tasks, called the makespan, subject to the constraints. The optimization operation scheme formed in this paper can provide research support to optimize the automated terminal scheduling.

My research is the basic problem and hot issue in the field of automation container terminal system. It is worth pointing out that research in this field at home and abroad is still in the early phase. At present, most researches are directed at traditional container terminals and few studies have been done on the automated container terminal scheduling. Studies on the optimization of terminal operations are mainly focused on the following two aspects:
(1) Research on the optimization of traditional container terminal scheduling: previous studies have mostly focused on the optimization of traditional container terminals, which also has a good reference for this paper. In traditional researches, there were many studies on scheduling of common container terminals, most of which were concentrated on the operations of QCs, Yard trucks (YTs), and Yard Cranes (YCs) separately. Studies of isolated scheduling mainly covered distribution and scheduling of QCs [2–4], YC allocation and work sequences [5–7] were also studied. Scheduling and path optimization of YTs [8–10] were also studied in traditional researches. The joint optimization models were established for only two types of loading and unloading equipment including joint optimization of QCs-YTs [11], QCs-YCs [12, 13], and YT-YCs [14, 15]. In addition, since these three operations affect each other, the three-stage integrated optimization of the operation system is the most effective means to improve efficiency from the perspective of system optimization [16–18], which was rare in previous literature.

(2) Research on optimization of automated terminal operation system: recent research on the automated terminal horizontal transportation was most concentrated on the scheduling of AGVs [19–22]. To solve the path conflicts for an AGV that may occur in the horizontal transportation of automated container terminal, a control strategy was proposed by adjusting the AGV speed of the path node location [19]. Zaghoud et al. proposed a method to generate collision-free trajectory of AGVs, which would reduce the completion time of container operation [20]. Xin et al. proposed a hierarchical control structure for integrating AGV interactive scheduling and trajectory planning [21]. Luo et al. studied the AGV scheduling in the unloading process of automated container terminals, constructed the MIP model according to the integrated unloading problem, and designed an effective solution [22]. The research on joint scheduling optimization of two kinds of operations includes joint scheduling of QC and AGV [23, 24] and joint scheduling of AGV and ASC [25]. In order to solve the cooperative scheduling of the AGVs and the rail gantry cranes, the makespan under different conditions was obtained with the changes of AGVs, QCs, and container areas [25].

In order to realize the optimal scheduling of the whole system, Le et al. proposed a new joint scheduling model of QCs, AGVs, and stacking cranes, which took the whole horizontal transportation system of the automated container terminal as the research object [26]. Zeng et al. considered the cooperation problem of terminal transportation equipment and designed a multistage optimization algorithm [27]. Hu et al. considered the coordinated scheduling mechanism among the three devices, proposed the full-degree-of-freedom scheduling problem of integrated shore bridges, stacking cranes, and yard trucks, and established a mixed integer programming model [28], but AGV was not considered in this study. Dkhil et al. proposed the QC-AGV-ASC integrated model considering the interaction and constraints among various resources of the terminals [29]. The above literature showed that there were few studies on three-stage integrated scheduling of the automated container terminal scheduling. Therefore, research of the loading and unloading equipment and technology mentioned above is not mature enough.

Genetic algorithms (GAs) were developed by Professor Holland of Michigan University in 1969 [30]. It is a process search algorithm which simulates the natural genetic mechanism and biological evolutionism. Although GA has been successfully applied in many fields, it also has its own limitations, for example, poor local search ability, premature convergence, and random walk [31]. These limitations lead to poor convergence performance of the algorithm, which will take a long time to find the optimal solution. As the traditional GA does not change the probability according to the specific iteration of the population. I improved the limitation to get better population distribution and speed up the convergence. Based on studying a lot of optimization algorithms [32–35], I improved the traditional GA and established PGA.

Operations of container terminals are completed by many operation links and each link affects and restricts each other. Most research on terminal scheduling focused on the traditional terminal and little has been done so far on the integrated optimization research of automated container terminal. A few studies on integrated optimization lacked the deep integration of multitypes of equipment. This paper considers the in-depth optimal system scheme for the automatic container terminal operations. Therefore, the three-stage integrated optimization system considered in this paper is more comprehensive and has important theoretical and practical significance. Table 1 shows the novelty of this paper compared with the existing research in terms of formulas and methods.

The innovations of this paper are as follows. One is in the modeling: this includes (i) formalizing the description of the purpose of the model and (ii) having a real-world coordination of three types of equipment that are incorporated at automated container terminals. The objective is minimizing the makespan in three working areas at automated container terminals. Compared with the traditional studies which were conducted on optimization of one or two types of equipment, the study of this paper is more scientific. The joint scheduling optimization limited to one or two types of equipment can only achieve the optimal scheduling of the partial operation system rather than that of the entire operating system. As there are conflicts among the optimization objectives of the QCs, AGVs, and ASCs, the three-stage research in this paper is more comprehensive and practical. The other is that an improved GA, which is named PGA, is proposed in this paper. The crossover and variation probability in PGA change with the dispersion of the population, which can improve the convergence speed of the
The automated production control system is used as the “Brain” to control the automated operations of the loading and unloading and transportation equipment at Shanghai automated container terminal of Yang Shan Port. The system consists of three types of equipment, namely, Quay Cranes (QCs), Automated Guided Vehicle (AGVs), and Automatic Stacking Cranes (ASCs). Figure 1 shows the single-container operation process at the automated terminal. The loading and unloading operation is completed by the double-trolley QCs. The main trolley is controlled remotely, and the second trolley works automatically. They interact through the transfer platform. The horizontal transportation is finished by AGVs. The loading and unloading work of the yard is operated by the ASCs which are fully automated. Three types of equipment work together. The seaside ASCs can complete double-container operation. The yard trucks enter the berth, arriving at the designed container area. The landside ASCs complete the unloading operation and go to the container yard. The export operation is carried out by the seaside ASCs. After the AGVs get the container, they go to the bottom of the QCs. The automatic second trolley hoists the containers to the transfer platform. The main trolley lifts the container for loading and unloading operation. Thus, the entire export operation is completed. The import operation is the opposite operation process.

The optimization can be accomplished based on the following four assumptions:

(A1) The main trolley of the QCs unloads the containers to the transfer platform or ships the containers on the transfer platform to container ships. The time spent is only related to the position of the containers on the ship, ignoring the time the QCs spent on the transit platform.

(A2) The QC, AGV, and ASC can only perform one task at a time.

(A3) The locations of containers in the yard and quayside corresponding to all the tasks are known. After the task assignment is completed, the AGV selects the optimal path to complete the transportation task, ignoring traffic problems and jams.

(A4) There is no empty driving for AGVs; that is, the AGV completes a loading mission and then goes to perform an unloading mission. After completing an unloading mission, AGV goes to perform a loading mission.

(A5) The time of the containers in each state is known.

## 2. Problem Description and Assumptions

The automated production control system is used as the “Brain” to control the automated operations of the loading and unloading and transportation equipment at Shanghai automated container terminal of Yang Shan Port. The system consists of three types of equipment, namely, Quay Cranes (QCs), Automated Guided Vehicle (AGVs), and Automatic Stacking Cranes (ASCs). Figure 1 shows the single-container operation process at the automated terminal. The loading and unloading operation is completed by the double-trolley QCs. The main trolley is controlled remotely, and the second trolley works automatically. They interact through the transfer platform. The horizontal transportation is finished by AGVs. The loading and unloading work of the yard is operated by the ASCs which are fully automated. Three types of equipment work together. The seaside ASCs can complete double-container operation. The yard trucks enter the berth, arriving at the designed container area. The landside ASCs complete the unloading operation and go to the container yard. The export operation is carried out by the seaside ASCs. After the AGVs get the container, they go to the bottom of the QCs. The automatic second trolley hoists the containers to the transfer platform. The main trolley lifts the container for loading and unloading operation. Thus, the entire export operation is completed. The import operation is the opposite operation process.

The optimization can be accomplished based on the following four assumptions:

(A1) The main trolley of the QCs unloads the containers to the transfer platform or ships the containers on the transfer platform to container ships. The time spent is only related to the position of the containers on the ship, ignoring the time the QCs spent on the transit platform.

(A2) The QC, AGV, and ASC can only perform one task at a time.

(A3) The locations of containers in the yard and quayside corresponding to all the tasks are known. After the task assignment is completed, the AGV selects the optimal path to complete the transportation task, ignoring traffic problems and jams.

(A4) There is no empty driving for AGVs; that is, the AGV completes a loading mission and then goes to perform an unloading mission. After completing an unloading mission, AGV goes to perform a loading mission.

(A5) The time of the containers in each state is known.

## 3. Notations and Model

The collection parameters are as follows:

- \( U \): task set of loading and unloading containers
- \( A \): AGV collection
- \( S \): QC collection
- \( D \): ASC collection

\[
|U| = n, |A| = k, |S| = m, |D| = j; \bullet \text{ represents the number of elements in the collection}
\]

The decision variables are as follows:

- \( t_{ui} \): the time when the QCs numbered \( S \) begin to perform the \( U \) container unloading tasks or the time when the QCs numbered \( S \) complete the \( U \) container loading tasks.

- \( t_{uu} \): the time when the second trolleys of the QCs numbered \( S \) load the \( U \) containers to the AGVs or the time when the \( U \) containers are unloaded from the AGVs.

- \( t_{du} \): the time when the landside ASCs of the yard numbered \( D \) begin to unload the \( U \) containers from AGVs or the time when the \( U \) containers are loaded onto the AGVs.

- \( e_{ui} \): the time taken by the main trolleys of the QCs numbered \( S \) to unload the \( U \) containers to the transfer platform or the time taken by the second trolleys to load the \( U \) containers from the AGVs to the transfer platform (or the reverse tasks). The tasks performed twice in succession are different.

- \( f_{ui} \): the time taken by AGVs to transport the \( U \) containers.

- \( g_{du} \): the time taken by the seaside ASCs of the yard numbered \( D \) to unload the \( U \) containers to the temporary storage areas or the time taken by the landside ASCs of the yard numbered \( D \) to load the
“U” containers from the designated location to the temporary storage area (or the reverse tasks). The tasks performed twice in succession are different.

\( \mathcal{S}_{i,j}^{p,q} \): it stands whether the same AGV goes to complete the “q” container tasks of the QCs numbered “s” after completing the “p” container tasks of the QCs numbered “s”. If so, \( \mathcal{S}_{i,j}^{p,q} = 1 \); otherwise, \( \mathcal{S}_{i,j}^{p,q} = 0 \). Task “p” and “q” are two types of tasks; that is, “p” is the loading task and “q” is the unloading task or “p” is the unloading task and “q” is the loading task.

\( R_{a}^{s} \): it stands whether the AGV numbered “a” goes to perform the “u” container task of the QC “k.” If so, \( R_{a}^{s} = 1 \); otherwise, \( R_{a}^{s} = 0 \).

\( N_{a}^{d} \): it stands whether the “d” yard stores the “u” container of the QC numbered “k.” If so, \( N_{a}^{d} = 1 \); otherwise \( N_{a}^{d} = 0 \).

The model is built according to the parameters set above and takes the minimum time to complete the entire loading and unloading tasks as the success function. The time of finishing all the tasks is the weighted sum of the time spent in QC work area, the horizontal transport area, and the yard operation area. Since AGV may wait when performing the tasks, each task has a different completion time. The weights of the time spent in QC work area, the horizontal transport area, and yard operating area are respectively determined as \( \partial, \eta, \mu \) and the size of the weights is positively correlated with the costs of the operations in the three work areas. In actual operations, the cost of QCs is generally the highest, followed by that of the yard. Cost of AGVs is the lowest. So, there are the following relationships: \( \partial > \mu > \eta \).

The whole model is written as follows:

\[
\begin{align*}
\text{minimize} \quad W &= \partial \sum_{s=1}^{m} \sum_{u=1}^{n} |t_{su} - t_{s}| + \eta \sum_{d=1}^{n} \sum_{u=1}^{m} |t_{du} - t_{d}| \\
&\quad + \mu \sum_{d=1}^{n} \sum_{u=1}^{m} |t_{du} - t_{d}|.
\end{align*}
\]  

(1)

Subject to

\[
\sum_{s \in S} \sum_{p \in P} \mathcal{S}_{i,j}^{p,q} = 1, \quad \forall s \in S, p \in P, \tag{2}
\]

\[
\sum_{a \in A} S_{a}^{u} = 1, \quad \forall s \in S, u \in U, a \in A, \tag{3}
\]

\[
\sum_{u \in U} S_{a}^{u} = 1, \quad \forall s \in S, u \in U, a \in A, \tag{4}
\]

\[
\sum_{d \in D} N_{a}^{u} = 1, \quad \forall s \in S, u \in U, d \in D, \tag{5}
\]

\[
\sum_{d \in D} N_{a}^{u} = 1, \quad \forall s \in S, u \in U, d \in D, \tag{6}
\]

\[
e_{su} \leq |t_{su} - t_{s}|, \quad \forall s \in S, u \in U, a \in A, \tag{7}
\]

\[
t_{s(u+1)a} - t_{su} > |t_{su} - t_{su}|, \quad \forall s \in S, u \in U, a \in A, \tag{8}
\]

\[
f_{u} \leq |t_{du} - t_{d}|, \quad \forall s \in S, u \in U, d \in D, a \in A, \tag{9}
\]

FIGURE 1: Automated terminal operation flow.
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\[
g_{du} < |t_{du}^2 - t_{du}^1|, \quad \forall u \in U, d \in D, \quad (10)
\]

\[
t_{d(u+1)} - t_{du}^1 > |t_{du}^2 - t_{du}^1|, \quad \forall u \in U, d \in D, \quad (11)
\]

\[
e_{su} + e_{s(u+1)} \leq |t_{su} - t_{su}^1|, \quad \forall s \in S, u \in U, a \in A, \quad (12)
\]

\[
g_{du} + g_{d(u+1)} \leq |t_{du}^2 - t_{du}^1|, \quad \forall u \in U, d \in D, \quad (13)
\]

Equation (1) is the objective function, which consists of three parts. The first part is the product of the time spent at the QC work area and its corresponding weight. The second part represents the product of the time spent in the horizontal transport area and its corresponding weight. The third part is the product of the time spent in the yard area and its corresponding weight. The sum of the time of the three parts is the objective function of the model, which minimizes the time to complete all container tasks. Equation (2) represents the total loading or unloading tasks performed by an AGV at the same time and defines the sequence of the AGVs to complete container tasks. It indicates that one AGV can only complete the unloading task after completing the loading task of QC or complete the loading task after completing the unloading task of QC. Thus, the empty driving of AGV is avoided. Equation (3) indicates that a container task can only be completed by one AGV. Equation (4) indicates that one AGV can only complete one container task at a time. Equation (5) shows that one container can only be placed in one yard. Equation (6) shows that ASC can only complete one container task at a time. Equation (7) expresses that the time taken for loading and unloading the "u" container to the transit platform is less than the time spent at the QC operating area, because the QC operation consists of two parts, namely, unloading the container from the ship to the transfer platform and unloading the container from the transfer platform to AGV. Equation (8) indicates that the interval between two container tasks is longer than that of one container task at the QC operation area, because the interval between two container tasks is the sum of the time of a container task in three operation areas. Equation (9) shows that the time of transporting a container by AGV is less than or equal to the time of a container at the AGV operation area, because there may be waiting time for AGV in the transport area. Equation (10) expresses that the time for the "u" container to be transported to the temporary yard area is less than that to the yard area, because yard operation includes two parts, i.e., operating the container to temporary yard area and then to the designated location. Equation (11) indicates that the interval between two container tasks is greater than the time spent on one container task in yard operation area. Because one container task starts only after it is completed, there may be waiting time between the end of the previous task and the beginning of the next task. Equation (12) indicates that the time for the container at QC operation area consists of two parts, namely, the time for the main trolley to load and unload the container to the transfer platform and the time for the second trolley to operate the container to the AGV. Equation (13) indicates that the time of container in the yard operation area is composed of the time for the seaside ASC to operate the container to the temporary yard area and the time for the landside ASC to operate the container to the designated location. Equation (12) indicates that the sum of the time spent by the main trolley in loading and unloading containers to the transfer platform and the time spent by the gantry trolley in loading and unloading containers to the AGV is not greater than that spent in the QC operation areas, because the containers may lose time on the transfer platform. Equation (13) shows that the sum of the time taken by the front ASCs in loading and unloading containers to the temporary storage area and the time spent by the back ASCs in loading and unloading containers to the designated location are not greater than the time spent in the yard operation areas, because the containers may have time loss in the temporary storage area. Equation (14) shows that values of all the decision variables are positive.

4. Improved GA (PGA)

4.1. GA Background. GA was inspired by the genetic and evolutionary processes of the biological world and it was the randomized search method based on the survival of the fittest. The basic steps of GA to solve an optimization problem are as follows. (1) Determine the fitness function according to the optimization problem which is generally the objective function. Set the maximum number of iterations and randomly select or generate N individuals as the initial. (2) Determine the individual fitness according to the fitness function. (3) Select individuals with better fitness and generate new individuals by crossover and variation simultaneously. (4) Evolve interactively according to this process until the maximum number of iterations is reached. Finally select the individual with the best fitness as the optimal solution.

4.2. The Improved Crossover and Variation Method. The crossover probability of individual is \( P_a \) and the variation probability of individual is \( P_b \). \( P_a \) and \( P_b \) have an important influence to enhance the convergence speed of the algorithm. In the traditional GA, \( P_a \) and \( P_b \) were fixed and the probabilities would not change according to the specific iteration in the population. This paper improves the above limitation of the algorithm, that is to say, \( P_a \) and \( P_b \) will change according to the dispersion of population fitness so as to improve the population distribution and accelerate the convergence. The formulas are as follows:

\[
P_a = P_b = \frac{1}{2}
\]
Randomly generate the initial population

Optimize populations using improved crossover and mutation methods

Solving the fitness of each individual according to the fitness function

Select individuals with better fitness

Whether the maximum number of iterations is reached

Output the individual of best fitness

End

5. Numerical Experiments and Results

This experiment verified the impact on the time to complete tasks by changing the quantity ratios of containers, QCs, AGVs, and ASCs. The quantity ranges are as follows: the quantity range of containers is 10–500, the range of QCs is 1–10, the range of AGVs is 10–50, and the range of ASCs is 1–10. The weights in the objective function are 0.2, 0.5, and 0.3, respectively. In order to reduce the random errors, I use the average value of 50 runs as the result of each ratio. The PGA is compared with traditional GA and particle swarm optimization algorithm (PSO), respectively [17]. The specific operation results are shown in Table 2.

It can be seen from Table 2 that the optimal fitness value is the largest when the ratio of QCs, AGVs, and ASCs is 1:1:1 in the case of the same number of containers. As the number of AGVs increases, the value of optimal fitness decreases gradually. When the ratio changes to 1:2:1, the optimal fitness value changes greatly. When the ratio changes to 1:3:1, the optimal fitness value does not change much. In theory, the scheme of 1:3:1 should be adopted. In actual operation, as costs and economic benefits should also be considered, a scheme of 1:2:1 should be adopted. Compared with other matching schemes, this scheme can not only ensure economic benefits, but also reduce the investigation and operation costs of QCs and ASCs, which is of great significance for the actual operation of the automated container terminal.

Figure 3 shows that in the case of the same number of containers, the running time of the algorithm increases gradually with the increase of the proportion. In the case of the same ratio, the solution time of algorithm increases as the number of containers is added and the increase is
significantly larger than that under the change of proportion. The main reason is that in the case of an increase in the ratio and the number of containers, the complexity of the problem increases gradually. In addition, the raise in the number of containers has a greater impact on the complexity, so the solution time is longer.

As can be seen from Table 2, the PGA runs obviously faster than traditional GA and slightly faster than PSO, which proves that the changes of the crossover and variation probability in real time effectively improve the running iteration of GA and PSO. Under the conditions that the number of containers is 100 and the number of QCs, AGVs, and ASCs are both 2, the comparison between the three iterations is made. The results of the comparisons between PGA, traditional GA, and PSO are shown in Figure 4. Figure 4 shows that PGA converges obviously faster than traditional GA and slightly faster than PSO. PGA and PSO find the optimal solution after about 30 iterations and GA needs more than 90 iterations, which indicates that the solving ability and speed of PGA are better.

To test the statistical significance of the differences between the population fitness values of PGA and GA, I performed one-way ANOVA tests [36]. The sixth column in Table 3 presents the computed $P$ value; it can be concluded

<table>
<thead>
<tr>
<th>No.</th>
<th>QC-AGV-ASC</th>
<th>Container quantity</th>
<th>Running time of GA (s)</th>
<th>Optimal fitness</th>
<th>Running time of PGA (s)</th>
<th>Optimal fitness</th>
<th>Running time of PSO (s)</th>
<th>Optimal fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2-2-2</td>
<td>100</td>
<td>2.08</td>
<td>976</td>
<td>1.69</td>
<td>874</td>
<td>1.73</td>
<td>895</td>
</tr>
<tr>
<td>2</td>
<td>2-4-2</td>
<td>100</td>
<td>2.64</td>
<td>476</td>
<td>2.20</td>
<td>436</td>
<td>2.34</td>
<td>452</td>
</tr>
<tr>
<td>3</td>
<td>2-6-2</td>
<td>100</td>
<td>3.38</td>
<td>378</td>
<td>2.71</td>
<td>353</td>
<td>2.82</td>
<td>376</td>
</tr>
<tr>
<td>4</td>
<td>3-6-3</td>
<td>100</td>
<td>3.92</td>
<td>295</td>
<td>3.26</td>
<td>227</td>
<td>3.34</td>
<td>239</td>
</tr>
<tr>
<td>5</td>
<td>3-3-3</td>
<td>200</td>
<td>5.58</td>
<td>907</td>
<td>4.92</td>
<td>899</td>
<td>5.11</td>
<td>904</td>
</tr>
<tr>
<td>6</td>
<td>3-6-3</td>
<td>200</td>
<td>6.63</td>
<td>541</td>
<td>5.13</td>
<td>483</td>
<td>5.20</td>
<td>490</td>
</tr>
<tr>
<td>7</td>
<td>3-9-3</td>
<td>200</td>
<td>7.56</td>
<td>412</td>
<td>5.45</td>
<td>327</td>
<td>5.49</td>
<td>325</td>
</tr>
<tr>
<td>8</td>
<td>4-8-4</td>
<td>200</td>
<td>8.27</td>
<td>498</td>
<td>5.83</td>
<td>445</td>
<td>5.92</td>
<td>456</td>
</tr>
<tr>
<td>9</td>
<td>4-4-4</td>
<td>300</td>
<td>8.99</td>
<td>1337</td>
<td>7.34</td>
<td>1285</td>
<td>7.47</td>
<td>1307</td>
</tr>
<tr>
<td>10</td>
<td>4-8-4</td>
<td>300</td>
<td>9.67</td>
<td>836</td>
<td>7.58</td>
<td>793</td>
<td>7.63</td>
<td>790</td>
</tr>
<tr>
<td>11</td>
<td>4-12-4</td>
<td>300</td>
<td>10.43</td>
<td>713</td>
<td>7.73</td>
<td>621</td>
<td>7.82</td>
<td>634</td>
</tr>
<tr>
<td>12</td>
<td>5-5-5</td>
<td>300</td>
<td>11.28</td>
<td>1463</td>
<td>7.52</td>
<td>1336</td>
<td>7.63</td>
<td>1362</td>
</tr>
<tr>
<td>13</td>
<td>6-6-6</td>
<td>400</td>
<td>14.15</td>
<td>1506</td>
<td>9.37</td>
<td>1397</td>
<td>9.45</td>
<td>1406</td>
</tr>
<tr>
<td>14</td>
<td>6-12-6</td>
<td>400</td>
<td>14.78</td>
<td>921</td>
<td>9.65</td>
<td>855</td>
<td>9.72</td>
<td>864</td>
</tr>
<tr>
<td>15</td>
<td>8-16-8</td>
<td>400</td>
<td>15.47</td>
<td>1007</td>
<td>9.89</td>
<td>928</td>
<td>9.93</td>
<td>943</td>
</tr>
<tr>
<td>16</td>
<td>8-24-8</td>
<td>400</td>
<td>16.23</td>
<td>857</td>
<td>10.23</td>
<td>764</td>
<td>10.44</td>
<td>782</td>
</tr>
<tr>
<td>17</td>
<td>10-10-10</td>
<td>500</td>
<td>19.92</td>
<td>1629</td>
<td>12.34</td>
<td>1580</td>
<td>12.53</td>
<td>1587</td>
</tr>
<tr>
<td>18</td>
<td>10-20-10</td>
<td>500</td>
<td>20.75</td>
<td>1148</td>
<td>12.72</td>
<td>1098</td>
<td>12.87</td>
<td>1102</td>
</tr>
<tr>
<td>19</td>
<td>10-30-10</td>
<td>500</td>
<td>21.63</td>
<td>898</td>
<td>13.13</td>
<td>853</td>
<td>13.26</td>
<td>862</td>
</tr>
<tr>
<td>20</td>
<td>10-40-10</td>
<td>500</td>
<td>22.29</td>
<td>632</td>
<td>13.58</td>
<td>573</td>
<td>13.64</td>
<td>591</td>
</tr>
</tbody>
</table>

Table 2: Experimental results.

![Figure 3: Algorithm representations of different container quantities.](image-url)
that the differences between the population fitness values of PGA and GA are statistically significant at a significance level of 0.05.

6. Conclusions

According to the actual operation of the automated container terminal, I construct a three-stage integrated scheduling optimization model of the automated container terminal by studying the respective characteristics and internal relations of QCs, AGVs, and ASCs. The objective function is the minimum time for completing the entire loading and unloading tasks. Constraints are set according to the accrual operation of the automated container terminal. The improved GA, which is PGA, is used to solve the problem. Compared with traditional GA, the PGA with real-time crossover probability and variation probability can greatly improve the convergence speed and prevent the algorithm from falling into the local optimal solution. The experiments show the model constructed in this paper has an important reference to find the optimal ratio of the QCs, AGVs, and the ASCs at the automated container terminal, which is of great significance to improve the efficiency of the automated container terminal. Meanwhile compared with traditional GA, the PGA has a great improvement on solving speed and convergence.

We consider the three-stage integrated optimization of the automated container terminal scheduling. The optimization model in this paper does not consider the operations of dangerous goods or super-large containers. So, the scheduling for the cooperative optimization of these special containers will be the key and the direction for further study.
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