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1.Introduction

Hyperspectral imagery (HSI), with hundreds of narrow bands, can provide more abundant spectral information than other remote sensing approaches, such as infrared images and multispectral images [1]. Exploiting this property, HSI shows its advantage in classification, unmixing, and target detection [2–4], which has been widely employed in many fields, including intelligent agriculture, mineral exploration, and military applications [5–10]. As an essential part in hyperspectral image analysis, anomaly detection aims at identifying targets in an unsupervised manner, which possesses the following characteristics: (1) the spectral curves of anomalies are different from those of the surrounding background, and they only occupy a tiny part of the entire image; (2) no spectral information about background or targets are known in advance. Consequently, hyperspectral anomaly detection is now a hot but challenging topic in the remote sensing domain [11–13]. Over the last few decades, various methods are proposed for hyperspectral anomaly detection, which can be divided into two categories: distance-based and representation-based.

Distance-based algorithms use the covariance matrix to model the background, assuming that the background obeys the multivariate Gaussian distribution. As a benchmark in hyperspectral anomaly detection, the Reed–Xiaoli (RX) [14] detector finds anomalies with Mahalanobis distance based on the generalized-likelihood ratio test (GLRT) and has derived a series of algorithms. Local RX [15] adopts a dual-window strategy to exploit the local spatial information. The kernel version [16] was proposed based on the kernel theory by considering the high-order relationships among spectral bands. Distance-based anomaly detectors are comprehensible and straightforward, which have been employed in many remote sensing tasks. However, the Gaussian
distribution assumption can be violated in some complicated scenes, thus degrading detection performance [17].

Representation-based algorithms utilize the property that anomalies usually behave differently from the background. These representation-based algorithms do not need to assume the probability distribution and show its advantage in separating the background from noise and anomalies. Collaborative-representation-based detector (CRD) [18] assumes that the background can be represented by surrounding pixels while anomalies cannot, and it is now a popular technology in hyperspectral image processing. Low-rank and sparse matrix decomposition (LRaSMD) takes full advantage of the low-rank property in the background and the sparsity maintains in targets, which gets much attention recently [19, 20]. Low-rank and sparse representation (LRASR) [21] detector decomposes HSI into three parts representing the background, targets, and noise. In [22], Zhang et al. integrated the low-rank prior knowledge of the background into LRaSMD to set background apart from anomalies. Xu [23] also used the sparse matrix, and the final detection result is obtained by adding the low-rank part and sparse part together with a ratio. Deep learning also shows its advantage in extracting intrinsic features from data, but it is time-consuming and needs labels to induct the network to adjust the weights [24, 25].

Due to the corruption of noise and low spatial resolution, the spectral curves may share similar patterns between background and anomalies, whereas the algorithms mentioned above reconstruct the background merely with the raw data, which limits the final detection performance. Moreover, the representation-based algorithms usually perform in pixel-level without consideration of spatial information. To address these problems, we propose a fractional Fourier transform (FrFT) and hyperspectral patch-image (HPI) model-based anomaly detector named fractional hyperspectral patch-image (FrHPI) detector. Inspired by the infrared image-patch (IPI) model for small target detection in infrared images [26], which utilizes the similarity among background patches and the sparsity of targets, we modify it as HPI for hyperspectral anomaly detection purpose. In terms of feature extraction, [27] introduced FrFT into hyperspectral anomaly detection, causing the anomalies to separate better from the background to improve the performance. Due to its good performance, we introduce FrFT to convert the data from the spectral domain into an intermediate domain between the original spectral domain and its Fourier transform domain for final detection.

The main contributions of this paper are listed as follows:

1. The proposed HPI takes full advantage of the non-local self-correlation property of the background and the sparsity of anomalies, and the background is separated by solving the optimization problem of recovering low-rank and sparse matrices with the well-known LRaSMD, which serves as an indicator for background covariance matrix formulation.

2. FrFT is employed as preprocessing in FrHPI for final anomaly detection, which is beneficial to highlighting the discrimination between background and anomalies. The detection map is obtained via Mahalanobis distance.

The remaining part of this paper proceeds as follows. In Section 2, the whole procedure and methods used for the proposed anomaly detector are introduced. Experiments with four HSI data sets are conducted in Section 3 to verify the efficiency and effectiveness of the FrHPI detector. Conclusions are drawn in Section 4.

2. Procedure and Methods

2.1. Procedure of FrHPI. As illustrated in Figure 1, the first three principal components (PCs) are obtained via the principal component analysis (PCA). Then, the proposed HPI model is used to separate the background from anomalies, and the background atoms with high confidence are selected to induce the formulation of the covariance matrix. Meanwhile, FrFT transforms the raw data into an intermediate domain between the signal domain and its Fourier domain to extract more distinctive features. Mahalanobis distance is used lastly to detect potential targets.

2.2. LRaSMD. The background is usually redundant in hyperspectral images and lies in a low-dimensional subspace, which possesses the low-rank property. On the contrary, anomalies are sparse because they occupy a relatively small part of the whole image. In light of this, LRaSMD decomposes the reshaped HSI into a low-rank matrix L representing background, a sparse matrix S corresponding to anomalies, and a noise matrix V. Hyperspectral anomaly detection via LRaSMD is complicated by solving the optimization problem:

$$\begin{align*}
\min_{L, S, V} & \quad \operatorname{rank}(L) + \lambda \cdot \text{card}(S) \\
\text{s.t.} & \quad X = L + S + V,
\end{align*}$$

where \( \operatorname{rank}(L) \) and \( \text{card}(S) \) are the rank and cardinality of matrix L and S, respectively, and \( \lambda \) is a positive tradeoff parameter to balance the influence of the two parts in (1). However, the rank function is nonconvex due to the discrete property. Fortunately, the nuclear norm (i.e., the sum of singular values) and \( l_1 \)-norm are good surrogates. Thus, problem (1) can be replaced as

$$\begin{align*}
\min_{L, S, V} & \quad \|L\|_* + \lambda \|S\|_1, \\
\text{s.t.} & \quad X = L + S + V.
\end{align*}$$

The augmented Lagrange function of problem (2) is shown as follows:

$$f(L, S, Y) = \|L\|_* + \lambda \|S\|_1 + \langle Y, X - L - S \rangle + \frac{\mu}{2} \|X - L - S\|_F^2,$$

wherein \( Y \) is a set of the Lagrange multipliers and \( \mu \) is the penalty factor. The optimal solution for hyperspectral anomaly detection can be obtained by minimizing problem...
(3), and the alternating direction method of multipliers (ADMMs) is widely used to solve this optimization problem.

(1) Fix $S$ and $Y$, and update $L$. The objective function for $L$ is written as follows:

$$L^{k+1} = \arg\min_L \|L\|_2 + \langle Y, X - L - S \rangle + \frac{\mu}{2}\|X - L - S\|_F^2.$$  

$$= \arg\min_L \|L\|_2 + \frac{1}{2\mu\|\mu\|} L - (X - S^k + \frac{Y^k}{\mu}) \|_F^2.$$  

(4) Problem (4) can be solved via the singular value thresholding (SVT) [28]:

$$L^{k+1} = U^T T_{1/\mu}(\Sigma_L) V_L^T,$$  

where

$$\left( X - S^k + \frac{Y^k}{\mu} \right) = U_L \Sigma_L V_L^T,$$  

$$T_{1/\mu}(\Sigma_L)_{ij} = \begin{cases} \Sigma_{ij} - \frac{1}{\mu}, & \Sigma_{ij} > \frac{1}{\mu} \\ \Sigma_{ij} + \frac{1}{\mu}, & \Sigma_{ij} > \frac{1}{\mu} \\ 0, & \text{otherwise.} \end{cases}$$  

(2) Fix $L$ and $Y$, and update $S$. The objective function with respect to $S$ is written as follows:

$$S^{k+1} = \arg\min_S \|S\|_1 + \langle Y^k, X - L^{k+1} - S \rangle + \frac{\mu}{2}\|X - L^{k+1} - S\|_F^2.$$  

$$= \arg\min_S \|S\|_1 + \frac{1}{2\mu\|\mu\|} S - (X - L^{k+1} + \frac{Y^k}{\mu}) \|_F^2.$$  

(8) Problem (8) can be solved via soft thresholding [29]:

$$S^{k+1} = T_{\lambda/\mu}(X - L^{k+1} + \frac{Y^k}{\mu}).$$  

(3) Fix $L$ and $S$, and update $Y$ with the gradient ascend method:

$$Y^{k+1} = Y^k + \mu(X - L^{k+1} - S^{k+1}).$$  

The optimal solution is obtained by alternately updating $L$, $S$, and $Y$ until convergence.

2.3. FrFT. The Fourier transform (FT) converts the original data into its Fourier domain and is widely used in signal processing [30]. However, images captured from satellite or airborne sensors are affected by atmospheric conditions, variations of the material surface, and other influences [27], causing the FT performs poorly in many remote sensing tasks. Nevertheless, FrFT can better handle nonstationary noise than FT [31, 32], encouraging better separation between anomalies and background [33]. FrFT can be viewed as a transition between the original signal and its Fourier transform with an angle determined by fractional transform order $p$. For each pixel $x_i \in \mathbb{R}^n$ with $b$ spectral bands, its FrFT can be represented as

$$\overline{x}_i(v) = \frac{1}{b} \sum_{u=1}^b x_i(u) K_p(u, v),$$  

with

$$K_p(u, v) = A_p \exp \left\{ j \pi \left( u^2 \cot \alpha - 2uv \csc \alpha + v^2 \cot \alpha \right) \right\},$$  

$$A_p = \frac{\exp \left\{ (-j\pi \text{sgn} (\sin \alpha)/4 + (j\pi/2) \right\}}{|\sin \alpha|^{1/2}},$$  

where $u$ and $v$ are indices, the range of fractional transform order $p$ is $[0, 1]$ and the rotation angle $\alpha = \pi \alpha / 2$. Figure 2
briefly shows how fractional transform order $p$ influences the output of FrFT. With the increase of parameter $p$, the output tends to contain more Fourier domain information, and vice versa. Anomalies can be easier distinguished from a background in an intermediate domain with a proper setting of $p$. FrFT shows this property in hyperspectral detection tasks [27, 34], and the impact of it on the detection result will be analyzed in Section 3.3.

2.4. HPI. The Infrared patch-image (IPI) model is a kind of detector with high-performance in infrared target detection, which assumes that background possesses the nonlocal self-correlation property while anomalies are sparse among the whole images [27]. Experiments demonstrate its superiority in signal-to-clutter ratio (SCR) and background suppress factor (BSF) when compared with other traditional target detectors.

Inspired by the IPI model, we extract the first three PCs in advance, as these PCs own the most spatial information that can be utilized to improve the detection performance. Figure 3 demonstrates the procedure of the proposed HPI model. Initially, the first three PCs maintaining the most spatial information are extracted via PCA. Then, a series of local image patches are obtained with a sliding rectangle window with a size of $w \times w$ from the left top to the right down in these PCs, and the slide width is set to $s$. After this, we can get $n$ patches vectorized as columns of matrix $X$, namely, the patch-images as defined in [22]. The size of patch-image $X$ is sensitive to the sliding window size $w$. For simplicity, we define an auxiliary variable $c$, which ranges between 0.01 and 0.1, and $s = \lfloor c \times \min(M, N) \rfloor$, $w = 2s + 1$, where $M$ and $N$ are the width and length of HSI data in the spatial domain. The influence of $c$ on final detection performance will be discussed in Section 3.2. Patch-image contains information on both background and anomalies, and they can be separated from each other via LRaSMD. The sparse matrix $S$ corresponding to anomalies is exploited to induce the construction of the covariance matrix. It needs addressing that image reconstructed with matrix $S$ can also be directly used as a detection map, which is not considered in the proposed FrHPI detector.

3. Case Study

In this section, we verify the efficiency and effectiveness of the proposed FrHPI detector for hyperspectral anomaly detection with four data sets. Two of the most widely used metrics for hyperspectral anomaly detection are used to evaluate the performance. The first one is the receiver
operating curve (ROC), which reveals the relationship between the detection probability ($P_d$) and the false alarm rate ($P_{FAR}$). Specifically, $P_d$ and $P_{FAR}$ are defined as follows:

$$P_d = \frac{N_{\text{detected}}}{N_{\text{target}}}$$

(14)

$$P_{FAR} = \frac{N_{\text{false}}}{N_{\text{background}}}$$

(15)

where $N_{\text{detected}}$ and $N_{\text{target}}$ are the number of detected targets and the total target, while $N_{\text{false}}$ and $N_{\text{background}}$ are the numbers of false alarm pixels and the total background pixels in an image. If the ROC curve of a detector is at the top left of other detectors, this detector performs better than others. However, the ROC curve cannot quantitatively evaluate the detection performances. To this end, we introduce area under the curve (AUC) to overcome this problem. The AUC calculates the area under the ROC. Detectors with higher AUC values tend to detect targets with a lower false alarm rate. Moreover, the execution time is also calculated to evaluate the performance of detectors more comprehensively. All the experiments are implemented in MATLAB on an Intel Quad-Core i5-6200U CPU with 4 GB of RAM.

### 3.1. Data Sets

In order to verify the efficiency and effectiveness of the proposed FrHPI detector for hyperspectral anomaly detection, four data sets are tested. For simplicity, these four HSI data sets are renamed as HSI-1, HSI-2, HSI-3, and HSI-4. The details of these data sets are described as follows:

1. **Gulfport**: it is derived from the airborne visible/infrared imaging spectrometer (AVIRIS) sensor, and this $100 \times 100$ HSI data set contains 191 spectral bands in wavelengths ranging from 400 to 2500 nm after removal of bad bands. This 3.5 m spatial resolution HSI contains three aircraft located at the bottom of the image, which is regarded as anomalies.

2. **El Segundo**: this data set was also captured by the AVIRIS sensor on the airborne platform. There are $250 \times 300$ pixels with a 7.1 m spatial resolution, while 224 spectral channels are preserved after bad bands are removed. The storage tanks and the towers are considered anomalies.

3. **San Diego-1**: the $100 \times 100$ HSI data set was derived from the AVIRIS sensor. 189 bands have remained after the removal of water vapor absorption bands (1–6, 33–35, 97, 107–113, 156–66, and 221–224). It has a 20 m spatial resolution and 10 nm spectral resolution with wavelengths ranging from 370 to 2510 nm. The three airplanes, which consist of 57 pixels, are treated as anomalies.

4. **San Diego-2**: this image was captured from the AVIRIS sensor. The $200 \times 200 \times 189$ image has the same conditions as that of San Diego-1. There are three airplanes, which consist of 134 pixels, which are regarded as anomalies.

The pseudocolor images and the corresponding ground truth are illustrated in Figure 4.

### 3.2. Parameter Settings

The proposed FrHPI detector involves three parameters that need adjusting: the fractional transform order $p$, the window-related parameter $c$, and the positive tradeoff parameter $\lambda$. We analyze their influences on the final anomaly detection performance in this subsection. All four data sets are utilized here, and the AUC values are treated as the evaluation metric.

1. **Fractional transform order $p$**: the fractional transform order $p$ balances the information maintained from the original domain and its Fourier domain, and the transition with a great value of $p$ contains more Fourier information. Due to its ability to deal with nonstationary noise, FrFT can better distinguish anomalies from the background, which is beneficial to the detection result. Thus, it is essential to figure out the optimal values of $p$ to improve the detection performance. The window-related parameter $c$ is set to 0.05, while the positive tradeoff parameter $\lambda$ is $10^{-2}$ for all four data sets. The range of the fractional transform order $p$ is set to $[0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0]$.

The AUC values with respect to $p$ are shown in Figure 5. It can be seen obviously that the parameter $p$ has a great influence on the detection performance in some data sets, especially in HSI-3 and HSI-4. Parameter $p$ determines the information preserved from the spectral domain and its Fourier domain. A proper choice of $p$ is beneficial to distinguishing anomalies from the background. Thus, the optimal
values of $p$ vary for all these data sets and are set to be 0.8, 0.1, 0.7, and 0.9, respectively.

(2) Window-related parameter $c$: the window-related parameter $c$ controls the size $w$ and slide $s$ of the sliding rectangle window. These two parameters decide how much anomalous information is included in a patch-image $X$ column, which significantly impacts the final detection performance. The positive tradeoff parameter $\lambda$ is set to $10^{-2}$ for all of the four data sets, and the fractional transform order $p$ is set to get the optimal results because the AUC values are sensitive to parameter $p$, as analyzed in (1). The range of the window-related parameter $c$ is set to $[0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1]$. As demonstrated in Figure 6, the detection performance is sensitive to the window-related parameter $c$. The window-related parameter $c$ determines the size of patch-image $X$, while parameter $c$ controls information preserved in each column of $X$. The optimal $c$ encourages LRaSMD to separate the background from anomalies better. In this paper, $c$ for each of these four data sets are set to be 0.01, 0.04, 0.04, and 0.10.

(3) Tradeoff parameter $\lambda$: the positive tradeoff parameter $\lambda$ in LRaSMD determines the rank function and the cardinality function’s impact on the separation of background and anomalies. A proper setting of $\lambda$ provides satisfying masking for the construction of the background covariance matrix. Figure 7 demonstrates the separation of the low-rank part and sparse part when $\lambda$ is $10^{-4}$, $10^{-2}$, and $10^0$, respectively. It is not hard to conclude that a proper $\lambda$ encourages the background to cast aside the potential targets. To quantize the impact of $\lambda$ on the detection result, we set the fractional transform order $p$ and window-related parameter $c$ to get the optimal detection performance for all of the four data sets. The range of the positive tradeoff parameter $\lambda$ is set to $[10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^0]$. The impact of the tradeoff parameter $\lambda$ on the final detection result is shown in Figure 8. The tradeoff parameter $\lambda$ balances information that the low-rank

![Figure 4: Pseudocolor images and the corresponding ground truth of the four data sets.](image1)

![Figure 5: The impact of the fractional transform order $p$ on the final detection performance.](image2)
part and sparse part contain from the original data. The increase of $\lambda$ imposes a stronger penalty on the sparse part and vice versa. The optimal values of $\lambda$ for all of the data sets are set to be $10^{-2}$ for succinct purpose.

(4) Joint consideration of $p$ and $c$: it is not hard to find that both the fractional transform order $p$ and window-related parameter $c$ vary in different data sets. Here, we jointly consider these two parameters to analyze their impacts on final detection performance further. The positive tradeoff parameter $\lambda$ is $10^{-2}$ for all of the four data sets. The range of $p$ and $c$ are set to $[0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0]$ and $[0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1]$, respectively.

Figure 9 reveals the detection performance when jointly considering $p$ and $c$. The proposed FrHPI detector is
relatively more sensitive to the fractional transform order $p$, and the lowest AUC value is obtained when $p = 1$, which means that the spectrum is totally transformed into the Fourier domain. This verifies that traditional FT is not optimal when detecting targets in hyperspectral images, while a combination of signal domain and its Fourier domain can better separate the anomalies from the background. The window-related parameter $c$ also influences the performance, especially in data set HSI-4. Parameter $c$ controls the surrounding spatial information contains in each pixel under the test. Generally speaking, the proposed FrHPI detector performs well with most of these two parameters, as indicated by the flat areas with high tolerance.

### 3.3. Detection Performance

In this section, the hyperspectral anomaly detection performance of the proposed FrHPI detector is evaluated with six other traditional and state-of-the-art detectors, which are described as follows:

1. **GRX** [11]: global RX detector models the background with the inverse of the covariance matrix under the assumption that background obeys the multivariate normal distribution, and anomalies can be picked up via the Mahalanobis distance. GRX is now a benchmark in hyperspectral anomaly detection.

2. **LRX** [12]: local RX detector is a derivation of GRX, which formulates a covariance matrix for each pixel under test with a dual-window. Samples inside the outer window while outside the inner window are selected out to construct the covariance matrix.

3. **CRD** [16]: a collaborative-representation-based detector assumes that background can be linearly represented by its surrounding pixels, while anomalies cannot. The reconstruction error is utilized to measure the anomalous probability for the corresponding pixel.

4. **LSMAD** [20]: LRaSMD-based Mahalanobis distance method separates anomalies from the background by exploring the low-rank prior knowledge of the background and LRaSMD technology. Then, the background covariance matrix is constructed, and anomalies can be detected by the Mahalanobis distance.

5. **FrFE** [23]: fractional Fourier entropy-based hyperspectral anomaly detector obtains features in an intermediate domain between the original reflectance spectrum and its Fourier transform as FrFT can enhance the discrimination between anomalies and background. The fractional transform order $p$ is automatically obtained with Shannon entropy.

6. **HPI**: in order to verify the statement that FrFT can better distinguish anomalies from the background, we remove FrFT from the proposed FrHPI model. The original HSI data are used to detect the anomalies.

The parameters for each detector are set to get the optimal detection performance. They are listed in Table 1. To verify the efficiency and effectiveness of the proposed FrHPI detector for anomaly detection in HSI, three widely used metrics, ROC, AUC, and the execution time, are utilized here. The results are shown in Figure 10, Tables 2, and 3. Hyperspectral anomaly detection maps on these four data sets are drawn in Figure 11.

The results show that the FrHPI can better suppress the background and highlight anomalies and yields higher AUC values than other detectors in most cases. Targets in hyperspectral images usually appear as several groups of pixels in the spatial domain. However, some anomaly detectors such as GRX, LSMAD, and FrFE neglect the importance of the spatial information, and their detection performances are limited. Due to the low spatial resolution...
and corruption of noise, the background may share similar patterns with anomalies. Although LRX and CRD consider the spatial information, they detect anomalies with the raw data without feature extraction. The ability of FrFT feature extraction in our method is verified, as the results show that FrHPI detects all the anomalous pixels under a lower false alarm rate than HPI. A comparison with six hyperspectral anomaly detectors confirms the superiority of the proposed FrHPI detector. Moreover, the execution time of FrHPI is also acceptable as shown in Table 3.

Table 1: Parameter settings for these six hyperspectral anomaly detectors.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Parameters</th>
<th>HSI-1</th>
<th>HSI-2</th>
<th>HSI-3</th>
<th>HSI-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRX</td>
<td></td>
<td>There are no parameters need adjusting</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LRX</td>
<td>$\mu_{LRXin}/\mu_{LRXout}$</td>
<td>17/19</td>
<td>11/15</td>
<td>13/17</td>
<td>3/5</td>
</tr>
<tr>
<td>CRD</td>
<td>$\lambda_{CRD}$</td>
<td>$10^{-6}$</td>
<td>$10^{-6}$</td>
<td>$10^{-6}$</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td></td>
<td>$\mu_{CRDin}/\mu_{CRDout}$</td>
<td>21/23</td>
<td>19/21</td>
<td>13/15</td>
<td>19/21</td>
</tr>
<tr>
<td>LSMAD</td>
<td>$r$</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$k$</td>
<td>0.7</td>
<td>0.1</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>FrFE</td>
<td>$P_{FrFE}$</td>
<td>0.8</td>
<td>0.1</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>HPI</td>
<td>$\epsilon_{HPI}$</td>
<td>0.02</td>
<td>0.06</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>$\lambda_{HPI}$</td>
<td>$10^{-2}$</td>
<td>$10^{-2}$</td>
<td>$10^{-2}$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>FrHPI</td>
<td>$\epsilon_{FrHPI}$</td>
<td>0.01</td>
<td>0.04</td>
<td>0.04</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>$\lambda_{FrHPI}$</td>
<td>$10^{-2}$</td>
<td>$10^{-2}$</td>
<td>$10^{-2}$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$P_{FrHPI}$</td>
<td>0.8</td>
<td>0.1</td>
<td>0.7</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Figure 9: Joint consideration of $p$ and $c$ on the final detection performance: (a) HSI-1; (b) HSI-2; (c) HSI-3; (d) HSI-4.
Figure 10: The ROC curves on four hyperspectral data sets.

Table 2: The AUC values on four data sets.

<table>
<thead>
<tr>
<th>Detector</th>
<th>HSI-1</th>
<th>HSI-2</th>
<th>HSI-3</th>
<th>HSI-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRX</td>
<td>0.9526</td>
<td>0.9841</td>
<td>0.9055</td>
<td>0.8870</td>
</tr>
<tr>
<td>LRX</td>
<td>0.9810</td>
<td>0.9099</td>
<td>0.8605</td>
<td>0.7464</td>
</tr>
<tr>
<td>CRD</td>
<td>0.9858</td>
<td>0.9603</td>
<td>0.9870</td>
<td>0.9607</td>
</tr>
<tr>
<td>LSMAD</td>
<td>0.9780</td>
<td>0.9659</td>
<td>0.9805</td>
<td>0.9464</td>
</tr>
<tr>
<td>FrFE</td>
<td>0.9853</td>
<td>0.9839</td>
<td>0.9805</td>
<td>0.9591</td>
</tr>
<tr>
<td>HPI</td>
<td>0.9838</td>
<td>0.9916</td>
<td>0.9737</td>
<td>0.9221</td>
</tr>
<tr>
<td>FrHPI</td>
<td>0.9875</td>
<td>0.9914</td>
<td>0.9941</td>
<td>0.9672</td>
</tr>
</tbody>
</table>
4. Conclusions

In this paper, a FrHPI detector is proposed for anomaly detection in hyperspectral images. The HPI model is proposed to separate the anomalies, and LRaSMD is employed to induce the formulation of the covariance matrix. Meanwhile, FrFT is utilized as a preprocessing step to distinguish anomalies from the background better. In the end, the detection map is obtained with Mahalanobis distance.

Extensive experiments are conducted to demonstrate the effectiveness and efficiency of the FrHPI detector in four hyperspectral data sets. The average AUC improvement is 3.8% on these four data sets, and the time cost is also acceptable for general anomaly detection tasks. Although the proposed detector has satisfying detection performance compared with other anomaly detectors, it is still challenging to automatically adjust the optimal parameters, which will be studied in our future work.

Data Availability

The data used to support the findings of this study are available from the corresponding author upon request.

Table 3: The execution time (in second) for four data sets.

<table>
<thead>
<tr>
<th>Detector</th>
<th>HSI-1</th>
<th>HSI-2</th>
<th>HSI-3</th>
<th>HSI-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRX</td>
<td>0.3</td>
<td>1.8</td>
<td>0.2</td>
<td>0.7</td>
</tr>
<tr>
<td>LRX</td>
<td>63.8</td>
<td>662.6</td>
<td>74.4</td>
<td>198.5</td>
</tr>
<tr>
<td>CRD</td>
<td>39.8</td>
<td>226.2</td>
<td>16.7</td>
<td>109.3</td>
</tr>
<tr>
<td>LSMAD</td>
<td>65.3</td>
<td>418.2</td>
<td>65.0</td>
<td>240.1</td>
</tr>
<tr>
<td>FrFE</td>
<td>1.4</td>
<td>10.2</td>
<td>1.2</td>
<td>4.9</td>
</tr>
<tr>
<td>HPI</td>
<td>2.1</td>
<td>13.7</td>
<td>2.7</td>
<td>4.5</td>
</tr>
<tr>
<td>FrHPI</td>
<td>5.4</td>
<td>50.0</td>
<td>5.1</td>
<td>9.3</td>
</tr>
</tbody>
</table>

Figure 11: Hyperspectral anomaly detection maps on four data sets. From top to bottom: HSI-1, HSI-2, HSI-3, and HSI-4. From left to right: ground truth, GRX, LRX, CRD, LSMAD, FrFE, HPI, and FrHPI.

Conflicts of Interest

The authors declare that there are no conflicts of interest regarding the publication of this paper.

Acknowledgments

This research was funded by the National Natural Science Foundation of China (NSFC, Grant No. 61705170), the NSFC-CAAC Joint Fund (Grant No. U1833119), Natural Science Foundation of Hubei Province (Grant No. 2020CFA063), Wuhan Science and Technology Foundation (Grant No. 2018020401011299), and National Food and Strategic Reserves Administration Foundation (Grant No. LQ2018501).

References


