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#### Abstract

In this article, a low-order partial integrated guidance and control (PIGC) design method is proposed for diving hypersonic vehicles to impact ground maneuver target. A three-channel analytical model of body rates is deduced based on acceleration components of the hypersonic vehicle. By combining the analytical model of body rates and relative dynamic model between the hypersonic vehicle and target, three-channel commands of body rates are directly generated based on the extended state observer (ESO) technique, sliding mode control approach, and dynamic surface control theory in the guidance subsystem. In the attitude control subsystem, a sliding mode controller is designed to track the commands of body rates and generate commands of control surface fin deflections. By making full use of acceleration information of the hypersonic vehicle measured by the mounted accelerometer, the proposed PIGC design method provides a novel solution to compensate the unknown acceleration of the ground maneuver target. Besides, the order of design model is also reduced, and the design process is simplified. The effectiveness and robustness of the PIGC design method are verified and discussed by 6DOF simulation studies.


## 1. Introduction

The studies on the hypersonic vehicle are increasing due to its unique advantages, such as global rapid attack and ultra-high-speed transportation. Therefore, it has rapidly become a focused research topic in aerospace domain [1]. The dive flight of hypersonic vehicles exhibits characteristics of fast time-varying, strong coupling, and nonlinearity. The coupling between the guidance loop and control loop is strengthened, which proposes higher requirements for the guidance and control (G\&C) system design.

Compared with the traditional separated design approach of the G\&C system, the integrated guidance and control (IGC) method can fully consider the coupling between centroid motion and rotational motion of the hypersonic vehicle. Besides, the IGC method can ensure the overall stability and improve the accuracy of design model as well as the overall performance of the G\&C system [2-4]. Based on the published literatures, the IGC design methods can be divided into three types:
(1) Single-channel/plane IGC scheme: the three-dimensional (3D) motion of the air vehicle is decomposed into different channels or planes, and the coupling between each channel/plane is regarded as a small amount, which is generally neglected. Hence, the design of the 3D IGC system is reduced to a single-channel or single-plane low-order IGC design process [5-8].
(2) Full-state IGC scheme: a full-state high-order IGC design model is established, which takes rotational motion model of the air vehicle and relative motion model between the air vehicle and target into account. The order of the design model is usually $8-10$, and the design model is generally transformed into a strict feedback form. Then, the backstepping control, dynamic surface control, or other control methods are used to solve the high-order IGC system. Hence, the IGC system design is transformed into a high-order nonlinear control problem [4, 9-14].
(3) PIGC scheme: the PIGC scheme is executed in the guidance and control loops. The two-loop controller structure is similar to the full-state single-loop controller structure under some conditions. The PIGC method takes body rates instead of acceleration components of the air vehicle as the virtual inputs. The control loop is designed to track the commands of body rates. The order of design model and the number of design parameters can be reduced by using this method [15-17].
The target impacted by air vehicles is often maneuverable, and its acceleration is difficult to acquire directly, which increases the complexity of the G\&C system design. In recent years, most studies on the design of the G\&C system for air vehicles to impact maneuver target are based on the full-state coupled high-order IGC design model, which contains angles of line-of-sight (LOS), rotational Euler angles of the air vehicle, three-channel body rates, and other motion state variables. The IGC system design is accomplished through the backstepping control method or dynamic surface control method, and the uncertainties containing acceleration components of the target are estimated through some techniques, such as ESO [18-24], sliding mode observer [25, 26], and adaptive law [27]. The effectiveness of this kind of design method has been verified by nonlinear simulation results in the published literatures. However, there are still several disadvantages in the above studies. Firstly, the single-channel/plane IGC system design does not fully consider the coupling between each channel/ plane. Secondly, the full-state coupled high-order 3D IGC systems are still based on the traditional separated design method of the G\&C system to some extent. The angle of attack, sideslip angle, and bank angle are still the bridges connecting the guidance loop and control loop. The complexity of the high-order design model brings difficulty to the IGC system design. Thirdly, there are still limited studies on the G\&C system design for hypersonic vehicles to impact maneuver target.

Taking the above problems into account, a low-order PIGC design method for diving hypersonic vehicles to impact ground maneuver target is proposed in this article. By deducing a three-channel analytical model of body rates based on acceleration components of the hypersonic vehicle, the integration mechanism of rotational motion model of the hypersonic vehicle and relative motion model between the hypersonic vehicle and target is exploited. By combining the analytical model of body rates, relative motion model between the hypersonic vehicle and target, and rotational dynamic model of the hypersonic vehicle, a low-order PIGC scheme is presented, and the design process can be distilled to two steps:
(1) Three-channel commands of body rates are generated in the guidance loop based on ESO, sliding mode control approach, and dynamic surface control theory.
(2) Commands of control surface fin deflections are generated in the control loop based on sliding mode control approach.

This novel low-order PIGC scheme can offer an innovative method to compensate the unknown acceleration information of the maneuver target based on the measured acceleration of the hypersonic vehicle and simplify the design process of the G\&C system. The content of this article is arranged as follows. Section 2 proposes the 6DOF motion model of the hypersonic vehicle and relative motion model between the hypersonic vehicle and target in dive phase. Section 3.1 deduces the three-channel analytical model of body rates based on acceleration components of the hypersonic vehicle. Section 3.2 presents the design process of the guidance subsystem. Section 3.3 provides the design process of the attitude control subsystem. Section 4 conducts simulation experiments to verify the effectiveness and robustness of the proposed PIGC design method using the generic hypersonic vehicle (GHV) model. Section 5 summarizes the conclusion of this article.

## 2. Motion Models

The hypersonic vehicle in dive phase has the characteristics of high speed and short flight distance. Hence, the following reasonable assumptions are proposed to simplify the study process: (1) the Earth's rotation is neglected, and the Earth is considered as a flat ground; (2) the mass of the hypersonic vehicle is uniformly distributed, and the influence of body deformation is neglected; (3) the impacts of errors caused by the unmodeled parts of design model are ignored; and (4) the hypersonic vehicle is in unpowered flight during the dive phase regardless of thrust. The denoted motion models in this section consist of centroid and rotational dynamic and kinematical equations of the hypersonic vehicle as well as relative motion equations between the hypersonic vehicle and target. The motion models are given by variables in the ground inertial coordinate system, the body coordinate system, the ballistic coordinate system, and the LOS coordinate system, which are defined in Yan [3].
2.1. Centroid Equations. The centroid dynamic equations of the hypersonic vehicle in the ballistic coordinate system are denoted as follows [3]:

$$
\left\{\begin{array}{l}
\dot{v}=-g \sin \theta-\frac{D}{m}  \tag{1}\\
\dot{\theta}=\frac{1}{m v}\left(-m g \cos \theta+L \cos \gamma_{V}-N \sin \gamma_{V}\right) \\
\dot{\sigma}=\frac{1}{m v \cos \theta}\left(-L \sin \gamma_{V}-N \cos \gamma_{V}\right)
\end{array}\right.
$$

where $v$ is the velocity magnitude of the hypersonic vehicle, $g$ is the gravitational acceleration, $\theta$ is the flight path angle, $\sigma$ is the heading angle, $\gamma_{V}$ is the bank angle, and $m$ is the mass of the hypersonic vehicle. $D, L$, and $N$ are the aerodynamic drag, lift, and side force, respectively, which are calculated by

$$
\begin{align*}
D & =q S C_{D} \\
L & =q S C_{L}  \tag{2}\\
N & =q S C_{N}
\end{align*}
$$

where $q=0.5 \rho v^{2}$ is the dynamic pressure, $\rho$ is the density of atmosphere, $C_{L}$ is the lift coefficient, $C_{D}$ is the drag coefficient, $C_{N}$ is the side force coefficient, and $S$ is the aerodynamic reference area of the hypersonic vehicle.

The centroid kinematical equations of the hypersonic vehicle in the ground inertial coordinate system are given by

$$
\left\{\begin{array}{l}
\dot{x}=v \cos \theta \cos \sigma  \tag{3}\\
\dot{y}=v \sin \theta \\
\dot{z}=-v \cos \theta \sin \sigma
\end{array}\right.
$$

where $x, y$, and $z$ are the components of position vector of the hypersonic vehicle in the ground inertial coordinate system.
2.2. Rotational Equations. The rotational dynamic equations of the hypersonic vehicle in the body coordinate system are denoted as

$$
\left\{\begin{array}{l}
\dot{\omega}_{x}=J_{x}^{-1} M_{x}+J_{x}^{-1}\left(J_{y}-J_{z}\right) \omega_{z} \omega_{y}  \tag{4}\\
\dot{\omega}_{y}=J_{y}^{-1} M_{y}+J_{y}^{-1}\left(J_{z}-J_{x}\right) \omega_{x} \omega_{z} \\
\dot{\omega}_{z}=J_{z}^{-1} M_{z}+J_{z}^{-1}\left(J_{x}-J_{y}\right) \omega_{y} \omega_{x}
\end{array}\right.
$$

where $\omega_{x}$ is the roll rate, $\omega_{y}$ is the yaw rate, and $\omega_{z}$ is the pitch rate. $J_{x}, J_{y}$, and $J_{z}$ are the roll, yaw, and pitch moments of inertia of the hypersonic vehicle, respectively. $M_{x}$ is the roll moment, $M_{y}$ is the yaw moment, and $M_{z}$ is the pitch moment, which are calculated by

$$
\begin{align*}
& M_{x}=q S l_{x} m_{x} \\
& M_{y}=q S l_{y} m_{y}  \tag{5}\\
& M_{z}=q S l_{z} m_{z}
\end{align*}
$$

where $l_{x}, l_{y}$, and $l_{z}$ are the aerodynamic reference lengths with respect to the roll, yaw, and pitch channels, respectively. $m_{x}$ is the roll aerodynamic moment coefficient, $m_{y}$ is the yaw aerodynamic moment coefficient, and $m_{z}$ is the pitch aerodynamic moment coefficient.

The rotational kinematical equations of the hypersonic vehicle in the body coordinate system are provided by

$$
\left\{\begin{array}{l}
\dot{\varphi}=\omega_{y} \sin \gamma+\omega_{z} \cos \gamma  \tag{6}\\
\dot{\psi}=\left(\omega_{y} \cos \gamma-\omega_{z} \sin \gamma\right) \sec \varphi \\
\dot{\gamma}=\omega_{x}-\left(\omega_{y} \cos \gamma-\omega_{z} \sin \gamma\right) \tan \varphi
\end{array}\right.
$$

where $\varphi$ is the pitch angle, $\psi$ is the yaw angle, and $\gamma$ is the roll angle.
2.3. Relative Motion Equations. Figure 1 illustrates the schematic diagram of relative motion between the hypersonic vehicle and ground maneuver target. $O_{B}$ and $T$ represent the centroids of the hypersonic vehicle and target, respectively. $O-X Y Z$ is the ground inertial coordinate


Figure 1: Schematic diagram of relative motion.
system. $O_{B}-x_{s} y_{s} z_{s}$ is the LOS coordinate system. The relative motion equations between the hypersonic vehicle and target are denoted as [3]

$$
\left\{\begin{array}{l}
\ddot{r}=r \dot{\lambda}_{D}^{2}+r \dot{\lambda}_{T}^{2} \cos ^{2} \lambda_{D}+a_{x s}^{T}-a_{x s}^{V},  \tag{7}\\
\ddot{\lambda}_{D}=\frac{\left(-2 \dot{\lambda}_{D}-r \dot{\lambda}_{T}^{2} \cos \lambda_{D} \sin \lambda_{D}\right)}{r}+\frac{\left(a_{y s}^{T}-a_{y s}^{V}\right)}{r}, \\
\ddot{\lambda}_{T}=\frac{\left(2 r \dot{\lambda}_{D} \dot{\lambda}_{T} \sin \lambda_{D}-2 \dot{r} \dot{\lambda}_{T} \cos \lambda_{D}\right)}{\left(r \cos \lambda_{D}\right)}-\frac{\left(a_{z s}^{T}-a_{z s}^{V}\right)}{\left(r \cos \lambda_{D}\right)},
\end{array}\right.
$$

where $r$ is the relative distance between the hypersonic vehicle and target, $\lambda_{D}$ is the elevation angle of LOS, $\lambda_{T}$ is the azimuth angle of LOS, $a_{x s}^{V}, a_{y s}^{V}$, and $a_{z s}^{V}$ are the acceleration components of the hypersonic vehicle in the LOS coordinate system, and $a_{x s}^{T}, a_{y s}^{T}$, and $a_{z s}^{T}$ are the acceleration components of the target in the LOS coordinate system.

## 3. Partial Integrated Guidance and Control System Design

In this section, the design scheme of a novel PIGC system is presented, which contains a guidance loop and a control loop. Firstly, a three-channel analytical model of body rates is deduced. Then, three-channel commands of body rates are generated in the guidance loop based on ESO, sliding mode control approach, and dynamic surface control theory. Finally, a sliding mode attitude controller is designed to track the commands of body rates, and commands of control surface fin deflections are directly obtained in the control loop.

### 3.1. Three-Channel Analytical Model of Body Rates.

 According to equation (3), the velocity vectors of the hypersonic vehicle denoted in the ground inertial coordinate system and the body coordinate system, respectively, hold the following relation:$$
\left[\begin{array}{c}
v \cos \theta \cos \sigma  \tag{8}\\
v \sin \theta \\
-v \cos \theta \sin \sigma
\end{array}\right]=\mathbf{T}_{\mathrm{GB}}\left[\begin{array}{c}
u \\
v \\
w
\end{array}\right],
$$

where $\left[\begin{array}{lll}u & v & w\end{array}\right]^{T}$ is the velocity vector of the hypersonic vehicle in the body coordinate system and $\mathbf{T}_{\mathrm{GB}}$ is the transition matrix from the body coordinate system to the ground inertial coordinate system. The derivatives of both sides of equation (8) can be written as

$$
\frac{d}{\mathrm{~d} t}\left(\left[\begin{array}{c}
v \cos \theta \cos \sigma  \tag{9}\\
v \sin \theta \\
-v \cos \theta \sin \sigma
\end{array}\right]\right)=\frac{d}{\mathrm{~d} t}\left(\mathbf{T}_{\mathrm{GB}}\right)\left[\begin{array}{c}
u \\
v \\
w
\end{array}\right]+\mathbf{T}_{\mathrm{GB}} \frac{d}{\mathrm{~d} t}\left(\left[\begin{array}{c}
u \\
v \\
w
\end{array}\right]\right) .
$$

The left side of equation (9) holds the following relation:

$$
\frac{d}{\mathrm{~d} t}\left(\left[\begin{array}{c}
v \cos \theta \cos \sigma \\
v \sin \theta \\
\\
-v \cos \theta \sin \sigma
\end{array}\right]\right)=\mathbf{T}_{\mathrm{GH}}\left[\begin{array}{c}
a_{x h}^{V} \\
a_{y h}^{V} \\
a_{z h}^{V}
\end{array}\right]=\mathbf{T}_{\mathrm{GH}}\left[\begin{array}{c}
\dot{v} \\
v \dot{\theta} \\
-v \cos \theta \dot{\sigma}
\end{array}\right]
$$

where $\mathbf{T}_{\mathrm{GH}}$ is the transition matrix from the ballistic coordinate system to the ground inertial coordinate system and $a_{x h}^{V}, a_{y h}^{V}$, and $a_{z h}^{V}$ are the acceleration components of the hypersonic vehicle along the three axes in the ballistic coordinate system. The first term on the right side of equation (9) can be calculated by

$$
\frac{d}{\mathrm{~d} t}\left(\mathrm{~T}_{\mathrm{GB}}\right)\left[\begin{array}{c}
u  \tag{11}\\
v \\
w
\end{array}\right]=\left[\begin{array}{ccc}
T_{11} & T_{12} & T_{13} \\
T_{21} & T_{22} & T_{23} \\
T_{31} & T_{32} & T_{33}
\end{array}\right]\left[\begin{array}{c}
\dot{\varphi} \\
\dot{\psi} \\
\dot{\gamma}
\end{array}\right],
$$

where

$$
\begin{aligned}
T_{11}= & -\sin \varphi \cos \psi u-\cos \varphi \cos \psi \cos \gamma v+\cos \varphi \cos \psi \sin \gamma w, \\
T_{12}= & -\cos \varphi \sin \psi u+\cos \psi \sin \gamma v+\sin \varphi \sin \psi \cos \gamma v \\
& +\cos \psi \cos \gamma w-\sin \varphi \sin \psi \sin \gamma w, \\
T_{13}= & \sin \psi \cos \gamma v+\sin \varphi \cos \psi \sin \gamma v-\sin \psi \sin \gamma w+\sin \varphi \cos \psi \cos \gamma w, \\
T_{21}= & \cos \varphi u-\sin \varphi \cos \gamma v+\sin \varphi \sin \gamma w, \\
T_{22}= & 0, \\
T_{23}= & -\cos \varphi \sin \gamma v-\cos \varphi \cos \gamma w, \\
T_{31}= & \sin \varphi \sin \psi u+\cos \varphi \sin \psi \cos \gamma v-\cos \varphi \sin \psi \sin \gamma w, \\
T_{32}= & -\cos \varphi \cos \psi u-\sin \psi \sin \gamma v+\sin \varphi \cos \psi \cos \gamma v \\
& -\sin \psi \cos \gamma w-\sin \varphi \cos \psi \sin \gamma w, \\
T_{33}= & \cos \psi \cos \gamma v-\sin \varphi \sin \psi \sin \gamma v-\cos \psi \sin \gamma w-\sin \varphi \sin \psi \cos \gamma w .
\end{aligned}
$$

Combining equations (6) and (9)-(11), the following equation can be obtained:

$$
\mathbf{T}_{\mathrm{GH}}\left[\begin{array}{c}
a_{x h}^{V}  \tag{13}\\
a_{y h}^{V} \\
a_{z h}^{V}
\end{array}\right]=\mathbf{T}_{\mathrm{GB}}\left[\begin{array}{c}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{array}\right]+\mathbf{A B}\left[\begin{array}{c}
\omega_{x} \\
\omega_{y} \\
\omega_{z}
\end{array}\right]
$$

where $\mathbf{A}, \mathbf{B} \in \mathbf{R}^{3 \times 3}$ are given by

$$
\begin{align*}
& \mathbf{A}=\left[\begin{array}{ccc}
T_{11} & T_{12} & T_{13} \\
T_{21} & T_{22} & T_{23} \\
T_{31} & T_{32} & T_{33}
\end{array}\right],  \tag{14}\\
& \mathbf{B}=\left[\begin{array}{ccc}
0 & \sin \gamma & \cos \gamma \\
0 & \cos \gamma \sec \varphi & -\sin \gamma \sec \varphi \\
1 & -\cos \gamma \tan \varphi & \sin \gamma \tan \varphi
\end{array}\right] .
\end{align*}
$$

According to equation (13), a three-channel analytical model of body rates can be obtained:

$$
\left[\begin{array}{c}
\omega_{x}  \tag{15}\\
\omega_{y} \\
\omega_{z}
\end{array}\right]=(\mathbf{A B})^{-1}\left(\mathbf{T}_{\mathrm{GH}}\left[\begin{array}{c}
a_{x h}^{V} \\
a_{y h}^{V} \\
a_{z h}^{V}
\end{array}\right]-\mathbf{T}_{\mathrm{GB}}\left[\begin{array}{c}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{array}\right]\right) .
$$

Based on the expected acceleration components of the hypersonic vehicle along the three axes in the ballistic coordinate system, the corresponding desired body rates of the hypersonic vehicle with respect to the roll, yaw, and pitch channels can be generated by equation (15). This analytical equation can help in replacing the process of "generating commands of angle of attack and sideslip angle/bank angle according to the desired acceleration of the hypersonic vehicle $\longrightarrow$ designing the attitude control system to track the commands of rotational Euler angles" in the traditional design scheme of the G\&C system. Besides, the integration of centroid motion model and rotational motion model can be improved, and the design procedure of the G\&C system can be simplified.
3.2. Guidance Subsystem Design. Equation (7) can be rewritten as

$$
\left[\begin{array}{c}
\ddot{\lambda}_{D}  \tag{16}\\
\ddot{\lambda}_{T}
\end{array}\right]=\left[\begin{array}{c}
f_{1} \\
f_{2}
\end{array}\right]+\left[\begin{array}{cc}
\frac{-1}{r} & 0 \\
0 & \frac{1}{\left(r \cos \lambda_{D}\right)}
\end{array}\right]\left[\begin{array}{c}
a_{y s}^{V} \\
a_{z s}^{V}
\end{array}\right]
$$

where

$$
\left[\begin{array}{c}
f_{1}  \tag{17}\\
f_{2}
\end{array}\right]=\left[\begin{array}{l}
\frac{\left(-2 \dot{r} \dot{\lambda}_{D}-r \dot{\lambda}_{T}^{2} \cos \lambda_{D} \sin \lambda_{D}+a_{y s}^{T}\right)}{r} \\
\frac{\left(2 r \dot{\lambda}_{D} \dot{\lambda}_{T} \sin \lambda_{D}-2 \dot{r} \dot{\lambda}_{T} \cos \lambda_{D}-a_{z s}^{T}\right)}{\left(r \cos \lambda_{D}\right)}
\end{array}\right]
$$

In this article, the hypersonic vehicle is steered to the ground maneuver target by zeroing $\dot{\lambda}_{D}$ and $\dot{\lambda}_{T}$. Based on equation (17), $a_{y s}^{V}$ and $a_{z s}^{V}$ are regarded as the virtual inputs to zero the angle rates of LOS. A sliding mode surface vector is conducted as $\mathbf{S}_{1}=\left[\begin{array}{ll}S_{D} & S_{T}\end{array}\right]^{T}=\left[\begin{array}{ll}\dot{\lambda}_{D} & \dot{\lambda}_{T}\end{array}\right]^{T}$, and the anticipant dynamic of $\mathbf{S}_{1}$ is chosen as

$$
\left[\begin{array}{c}
\dot{S}_{D}  \tag{18}\\
\dot{S}_{T}
\end{array}\right]=\left[\begin{array}{c}
-\varepsilon_{D}\left|S_{D}\right|^{\rho_{D}} \operatorname{sgn}\left(S_{D}\right)-k_{D} S_{D} \\
-\varepsilon_{T}\left|S_{T}\right|^{\rho_{T}} \operatorname{sgn}\left(S_{T}\right)-k_{T} S_{T}
\end{array}\right],
$$

where $\varepsilon_{D}, \varepsilon_{T}, \rho_{D}, \rho_{T}, k_{D}$, and $k_{T}$ are parameters that need to be designed suitably to make $S_{D}$ and $S_{T}$ converge to zero gradually without chattering phenomenon.

In equation (16), $f_{1}$ and $f_{2}$ contain acceleration components of the ground maneuver target, which cannot be directly obtained by the seeker of the hypersonic vehicle. In this article, the acceleration components of the target in the LOS coordinate system are recognized as bounded uncertainties. The ESO technology is used to estimate $f_{1}$ and $f_{2}$ including uncertainties [28]:

$$
\left\{\begin{array}{l}
\dot{\mathbf{Z}}_{1}=\mathbf{Z}_{2}-\beta_{1}\left(\mathbf{Z}_{1}-\left[\begin{array}{l}
\dot{\lambda}_{D} \\
\dot{\lambda}_{T}
\end{array}\right]\right)+\left[\begin{array}{cc}
\frac{-1}{r} & 0 \\
0 & \frac{1}{\left(r \cos \lambda_{D}\right)}
\end{array}\right]\left[\begin{array}{l}
a_{y s}^{V} \\
a_{z s}^{V}
\end{array}\right] \\
\dot{\mathbf{Z}}_{2}=\beta_{2}\left(\mathbf{Z}_{1}-\left[\begin{array}{c}
\dot{\lambda}_{D} \\
\dot{\lambda}_{T}
\end{array}\right]\right) \tag{19}
\end{array}\right.
$$

where $\beta_{1}$ and $\beta_{2}$ are parameters that need to be designed, $\mathbf{Z}_{1}$, $\mathbf{Z}_{2} \in \mathbf{R}^{2 \times 1}$ are the state vectors of the ESO, and the two elements in $\mathbf{Z}_{2}$ are the estimated values of $f_{1}$ and $f_{2}$. In practical engineering application, real-time $a_{y s}^{V}$ and $a_{z s}^{V}$ can be obtained by

$$
\left[\begin{array}{c}
a_{y s}^{V}  \tag{20}\\
a_{z s}^{V}
\end{array}\right]=\mathbf{T}_{\mathrm{SG}, 23}\left(\mathbf{T}_{\mathrm{GB}}\left[\begin{array}{c}
a_{x b}^{V} \\
a_{y b}^{V} \\
a_{z b}^{V}
\end{array}\right]+\mathbf{A B}\left[\begin{array}{c}
\omega_{x} \\
\omega_{y} \\
\omega_{z}
\end{array}\right]\right)
$$

where $\mathbf{T}_{\mathrm{SG}, 23}$ represents the matrix reconstructed with the second and third rows of the transition matrix from the ground inertial coordinate system to the LOS coordinate system:

$$
\mathbf{T}_{\mathrm{SG}, 23}=\left[\begin{array}{ccc}
-\sin \lambda_{D} \cos \lambda_{T} & \cos \lambda_{D} & \sin \lambda_{D} \sin \lambda_{T}  \tag{21}\\
\sin \lambda_{T} & 0 & \cos \lambda_{T}
\end{array}\right]
$$

where $\left[\begin{array}{lll}a_{x b}^{V} & a_{y b}^{V} & a_{z b}^{V}\end{array}\right]^{T}$ is the acceleration of the hypersonic vehicle in the body coordinate system and is measured by the accelerometer mounted on the hypersonic vehicle. Hence, $f_{1}$ and $f_{2}$ can be estimated and the acceleration components of the target in the LOS coordinate system can be well compensated by making full use of acceleration information of the hypersonic vehicle. It should be noted that real-time $a_{y s}^{V}$ and $a_{z s}^{V}$ in the simulation experiments are obtained based on the centroid dynamic model of the hypersonic vehicle in this article.

Combining equations (16), (18), and (19), the desired virtual inputs can be obtained by

$$
\left[\begin{array}{c}
a_{y s}^{\mathrm{V}, \mathrm{c}}  \tag{22}\\
a_{z s}^{\mathrm{V}, \mathrm{c}}
\end{array}\right]=\left[\begin{array}{cc}
\frac{-1}{r} & 0 \\
0 & \frac{1}{\left(r \cos \lambda_{\mathrm{D}}\right)}
\end{array}\right]^{-1}\left(\left[\begin{array}{c}
\dot{S}_{\mathrm{D}} \\
\dot{S}_{\mathrm{T}}
\end{array}\right]-\mathbf{Z}_{2}\right) .
$$

Let $\mathbf{C}=\mathbf{T}_{\mathrm{SG}, 23} \mathbf{T}_{\mathrm{GH}}$. Combining equations (15) and (22), the desired three-channel body rates of the hypersonic vehicle can be directly generated as

$$
\left[\begin{array}{l}
\omega_{x, c}  \tag{23}\\
\omega_{y, c} \\
\omega_{z, c}
\end{array}\right]=(\mathbf{A B})^{-1}\left(\mathbf{T}_{\mathrm{GH}} \mathbf{C}^{-1}\left[\begin{array}{cc}
\frac{-1}{r} & 0 \\
0 & \frac{1}{\left(r \cos \lambda_{D}\right)}
\end{array}\right]^{-1}\left(\left[\begin{array}{c}
\dot{S}_{D} \\
\dot{S}_{T}
\end{array}\right]-\mathbf{Z}_{2}\right)-\mathbf{T}_{\mathrm{GB}}\left[\begin{array}{c}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{array}\right]\right)
$$

It should be noted that the change rates of the desired three-channel body rates are indispensable in the design process of the attitude control subsystem. However, differentiating the desired body rates directly is more inconvenient in engineering application and increases the amount of calculation. Hence, based on the dynamic surface control theory, $\left[\begin{array}{lll}\omega_{x, c} & \omega_{y, c} & \omega_{z, c}\end{array}\right]^{T}$ is passed through a low-pass filter:

$$
\boldsymbol{\tau}\left[\begin{array}{c}
\dot{\omega}_{x, d}  \tag{24}\\
\dot{\omega}_{y, d} \\
\dot{\omega}_{z, d}
\end{array}\right]+\left[\begin{array}{c}
\omega_{x, d} \\
\omega_{y, d} \\
\omega_{z, d}
\end{array}\right]=\left[\begin{array}{l}
\omega_{x, c} \\
\omega_{y, c} \\
\omega_{z, c}
\end{array}\right],
$$

where $\boldsymbol{\tau} \in \mathbf{R}^{3 \times 3}$ is the designed parameter matrix of the lowpass filter. The outputs $\omega_{x, d}, \omega_{y, d}$, and $\omega_{z, d}$ are the final threechannel commands of body rates generated in the guidance subsystem. By designing the attitude controller to track the three-channel commands of body rates, $\dot{\lambda}_{D}$ and $\dot{\lambda}_{T}$ can gradually converge to zero. Hence, the hypersonic vehicle can successfully impact the ground maneuver target.

It should be noted that the inverse of matrix $\mathbf{A B}$ and the generalized inverse of matrix $\mathbf{C}$ are included in equation (23). The elements of matrix $\mathbf{A B}$ are the functions of components of velocity vector of the hypersonic vehicle in the body coordinate system and rotational Euler angles. The elements of matrix $\mathbf{C}$ are the functions of angles of LOS, flight path angle, and heading angle. As the two matrixes cannot be proved to be invertible/generalized invertible theoretically, the inverse of $\mathbf{A B}$ and the generalized inverse of $\mathbf{C}$ are assumed to exist in the whole dive phase. This assumption can only be validated by 6DOF simulation results.
3.3. Attitude Control Subsystem Design. To track the commands of body rates generated in the guidance subsystem, the commanded control surface fin deflections of the hypersonic vehicle should be calculated by designing the attitude control subsystem. To simplify the design process, equation (4) is rewritten as

$$
\left[\begin{array}{l}
\dot{\omega}_{x}  \tag{25}\\
\dot{\omega}_{y} \\
\dot{\omega}_{z}
\end{array}\right]=\mathbf{D}+\mathbf{E}\left[\begin{array}{l}
\delta_{a} \\
\delta_{e} \\
\delta_{r}
\end{array}\right],
$$

where

$$
\begin{align*}
& \mathbf{D}=\left[\begin{array}{c}
\dot{\omega}_{x}^{*} \\
\dot{\omega}_{y}^{*} \\
\dot{\omega}_{z}^{*}
\end{array}\right]=\left[\begin{array}{l}
J_{x}^{-1}\left(J_{y}-J_{z}\right) \omega_{z} \omega_{y}+J_{x}^{-1} q S l_{x} m_{x}^{*} \\
J_{y}^{-1}\left(J_{z}-J_{x}\right) \omega_{x} \omega_{z}+J_{y}^{-1} q S l_{y} m_{y}^{*} \\
J_{z}^{-1}\left(J_{x}-J_{y}\right) \omega_{y} \omega_{x}+J_{z}^{-1} q S l_{z} m_{z}^{*}
\end{array}\right],  \tag{26}\\
& \mathbf{E}=\left[\begin{array}{ccc}
J_{x}^{-1} q S l_{x} & \\
& J_{y}^{-1} q S l_{y} & \\
& & J_{z}^{-1} q S l_{z}
\end{array}\right]\left[\begin{array}{lll}
m_{x, 1} & m_{x, 2} & m_{x, 3} \\
m_{y, 1} & m_{y, 2} & m_{y, 3} \\
m_{z, 1} & m_{z, 2} & m_{z, 3}
\end{array}\right] . \tag{27}
\end{align*}
$$

In equation (25), $\delta_{a}, \delta_{e}$, and $\delta_{r}$ are the right elevon, left elevon, and rudder fin deflections of the GHV, respectively. In equation (27), $m_{i, j}, i=x, y, z, j=1,2,3$ are the coefficients related to first-degree control surface fin deflections.

In equation (26), $m_{x}^{*}, m_{y}^{*}$, and $m_{z}^{*}$ represent the remaining terms of $m_{x}, m_{y}$, and $m_{z}$ after removing the relevant parts of first-degree control surface fin deflections.

The sliding mode control method is used in the attitude control subsystem. The sliding mode surface vector is selected as

$$
\mathbf{S}_{2}=\left[\begin{array}{l}
S_{x}  \tag{28}\\
S_{y} \\
S_{z}
\end{array}\right]=\left[\begin{array}{c}
\omega_{x}-\omega_{x, d} \\
\omega_{y}-\omega_{y, d} \\
\omega_{z}-\omega_{z, d}
\end{array}\right] .
$$

The desired dynamic of $\mathbf{S}_{2}$ is selected as

$$
\left[\begin{array}{c}
\dot{S}_{x}  \tag{29}\\
\dot{S}_{y} \\
\dot{S}_{z}
\end{array}\right]=\left[\begin{array}{c}
-\varepsilon_{x}\left|S_{x}\right|^{\rho_{x}} \operatorname{sgn}\left(S_{x}\right)-k_{x} S_{x} \\
-\varepsilon_{y}\left|S_{y}\right|^{\rho_{y}} \operatorname{sgn}\left(S_{y}\right)-k_{y} S_{y} \\
-\varepsilon_{z}\left|S_{z}\right|^{\rho_{z}} \operatorname{sgn}\left(S_{z}\right)-k_{z} S_{z}
\end{array}\right],
$$

where $\varepsilon_{i}, \rho_{i}, k_{i}, i=x, y, z$ are parameters that need to be designed. For the attitude control subsystem, the significance of finite-time convergence is obvious. Hence, the values of $\varepsilon_{i}, \rho_{i}, k_{i}, i=x, y, z$ should be set reasonably to ensure the high convergence rate of $S_{2}$ and avoid the occurrence of chattering.

Combing equations (25), (28), and (29), three-channel commands of control surface fin deflections are obtained by

$$
\left[\begin{array}{c}
\delta_{a, c}  \tag{30}\\
\delta_{e, c} \\
\delta_{r, c}
\end{array}\right]=\mathbf{E}^{-1}\left(\left[\begin{array}{c}
\dot{S}_{x} \\
\dot{S}_{y} \\
\dot{S}_{z}
\end{array}\right]+\left[\begin{array}{c}
\dot{\omega}_{x, d} \\
\dot{\omega}_{y, d} \\
\dot{\omega}_{z, d}
\end{array}\right]-\mathbf{D}\right)
$$

For the convenience of calculating the current commands of control surface fin deflections, $\left[\begin{array}{ccc}\dot{\omega}_{x}^{*} & \dot{\omega}_{y}^{*} & \dot{\omega}_{z}^{*}\end{array}\right]^{T}$ is obtained based on the commands of control surface fin deflections generated one time step before. Define $\mathbf{x}_{1}=\left[\begin{array}{ll}\dot{\lambda}_{D} & \dot{\lambda}_{T}\end{array}\right]^{T}, \mathbf{x}_{1} \in \mathbf{R}^{2 \times 1}, \mathbf{x}_{2}=\left[\begin{array}{lll}\omega_{x} & \omega_{y} & \omega_{z}\end{array}\right]^{T}, \mathbf{x}_{2} \in \mathbf{R}^{3 \times 1}$, $\mathbf{u}=\left[\begin{array}{lll}\delta_{a} & \delta_{e} & \delta_{r}\end{array}\right]^{T}, \mathbf{u} \in \mathbf{R}^{3 \times 1}$. Based on the above design process of guidance and attitude control subsystems, the design model of the PIGC system is given by

$$
\left\{\begin{array}{l}
\dot{\mathbf{x}}_{1}=\mathbf{F}+\mathbf{G} \cdot \mathbf{x}_{2}  \tag{31}\\
\dot{\mathbf{x}}_{2}=\mathbf{D}+\mathbf{E} \cdot \mathbf{u}
\end{array}\right.
$$

where

$$
\begin{align*}
& \mathbf{F}=\left[\begin{array}{c}
f_{1} \\
f_{2}
\end{array}\right]+\left[\begin{array}{cc}
\frac{-1}{r} & 0 \\
0 & \frac{1}{\left(r \cos \lambda_{D}\right)}
\end{array}\right] \mathbf{T}_{\mathrm{SG}, 23} \mathbf{T}_{\mathrm{GB}}\left[\begin{array}{c}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{array}\right],  \tag{32}\\
& \mathbf{G}=\left[\begin{array}{cc}
\frac{-1}{r} & 0 \\
0 & \frac{1}{\left(r \cos \lambda_{D}\right)}
\end{array}\right] \mathbf{T}_{\mathrm{SG}, 23} \mathbf{A B} .
\end{align*}
$$

It is noted that the order of the design model is only 5. Besides, the process of calculating the commands of rotational Euler angles based on the desired overload of the hypersonic vehicle in the traditional G\&C system design is elided. Hence, the design process of the proposed PIGC system exhibits the characteristic of simplification.

Taking the response delay of fin actuators into account, the generated commands of control surface fin deflections are regarded as the inputs of the second-order fin actuators. The outputs are regarded as the actual fin deflections applied to the hypersonic vehicle. The model of the fin actuators is given by

$$
\begin{equation*}
\frac{\mathrm{d} \dot{\delta}_{i}}{\mathrm{~d} t}=-\omega_{n}^{2} \delta_{i}-2 \xi \omega_{n} \delta_{i}+\omega_{n}^{2} \delta_{i, c}, \quad i=a, e, r \tag{33}
\end{equation*}
$$

where $\omega_{n}=20 \mathrm{~Hz}$ is the natural frequency of the secondorder model and $\xi=0.7$ is the damping ratio of the model.

## 4. Simulation Tests and Discussion

4.1. Parameter Setting. The effectiveness and robustness of the proposed PIGC method are validated by 6DOF simulation experiments based on the GHV model. The detailed model parameters and aerodynamic force and moment coefficients of GHV are provided in [29]. The maximum change rate of fin deflections is $100 \mathrm{deg} / \mathrm{s}$, and the magnitudes of fin deflections are constrained as $-20^{\circ} \leq \delta_{i} \leq+20^{\circ}, i=a, e, r$. The initial values of 6 DOF motion states of the diving hypersonic vehicle are presented in Table 1. The values of design parameters are given in Table 2.

The ground maneuver target is considered as a point mass, and the centroid motion model is given by

$$
\left\{\begin{array}{l}
{\left[\begin{array}{ccc}
\dot{x}_{T} & \dot{y}_{T} & \dot{z}_{T}
\end{array}\right]^{T}=\left[\begin{array}{lll}
v_{x T} & v_{y T} & v_{z T}
\end{array}\right]^{T}}  \tag{34}\\
{\left[\begin{array}{lll}
\dot{v}_{x T} & \dot{v}_{y T} & \dot{v}_{z T}
\end{array}\right]^{T}=\left[\begin{array}{lll}
a_{x T} & a_{y T} & a_{z T}
\end{array}\right]^{T}}
\end{array}\right.
$$

where $\left[\begin{array}{lll}x_{T} & y_{T} & z_{T}\end{array}\right]^{T},\left[\begin{array}{lll}v_{x T} & v_{y T} & v_{z T}\end{array}\right]^{T}$, and $\left[\begin{array}{ll}a_{x T} a_{y T} a_{z T}\end{array}\right]^{T}$ are the position, velocity, and acceleration vectors of the target in the ground inertial coordinate system. The initial components of position vector and velocity vector of the target are set as $x_{T 0}=120 \mathrm{~km}, y_{T 0}=0 \mathrm{~km}, z_{T 0}=30 \mathrm{~km}$, $v_{x T 0}=v_{y T 0}=0 \mathrm{~m} / \mathrm{s}$, and $v_{z T 0}=-25 \mathrm{~m} / \mathrm{s}$. The acceleration components of the target are set as $a_{x T}=2 \cos (0.01 t) \mathrm{m} / \mathrm{s}^{2}$, $a_{y T}=0 \mathrm{~m} / \mathrm{s}^{2}$, and $a_{z T}=1 \mathrm{~m} / \mathrm{s}^{2}$.

In this article, the longitude, latitude, and altitude of the origin of the ground inertial coordinate system are set as 0 $\mathrm{deg}, 0 \mathrm{deg}$, and 0 m . The ox axis is set to the straight east, and the oy axis is set to be vertical to the ground and upward. When the altitude of the hypersonic vehicle is less than zero, the simulation test is terminated. At the terminal time, the distance between the hypersonic vehicle and target is the miss distance.
4.2. Effectiveness Verification. In order to verify the effectiveness and robustness of the proposed PIGC design method, the nominal values of aerodynamic force coefficients, aerodynamic moment coefficients, and density of atmosphere are multiplied by (1) $1+0.2 \sin (t)$, (2) $1+0.3 \sin (t)$, and (3)

Table 1: Initial values of 6DOF motion states of the hypersonic vehicle.

| States | Values | States | Values |
| :--- | :---: | :---: | :---: |
| $v_{0}$ | $2600 \mathrm{~m} / \mathrm{s}$ | $\varphi_{0}$ | $10^{\circ}$ |
| $\theta_{0}$ | $0^{\circ}$ | $\psi_{0}$ | $-5^{\circ}$ |
| $\sigma_{0}$ | $0^{\circ}$ | $\gamma_{0}$ | $-40^{\circ}$ |
| $x_{0}$ | 0 m | $\omega_{x 0}$ | $0^{\circ} / \mathrm{s}$ |
| $y_{0}$ | 27000 m | $\omega_{y 0}$ | $0^{\circ} / \mathrm{s}$ |
| $z_{0}$ | 0 m | $\omega_{z 0}$ | $0^{\circ} / \mathrm{s}$ |

Table 2: Values of design parameters of the PIGC system.

| Parameters | Values | Parameters | Values |
| :--- | :---: | :---: | :---: |
| $\varepsilon_{D}$ | 0.03 | $\varepsilon_{x}, \varepsilon_{y}, \varepsilon_{z}$ | 0.002 |
| $\varepsilon_{T}$ | 0.015 | $k_{x}, k_{y}, k_{z}$ | 1 |
| $k_{D}$ | 1.5 | $\rho_{x}, \rho_{y}, \rho_{z}$ | 0.6 |
| $k_{T}$ | 0.75 | $\beta_{1}$ | 200 |
| $\rho_{D}, \rho_{T}$ | 0.6 | $\beta_{2}$ | 10000 |
| $\tau$ | $\operatorname{diag}(0.04,0.04,0.04)$ |  |  |

$1+0.4 \sin (t)(t$ stands for the simulation time $)$. Simulation studies are conducted with the actual aerodynamic force and moment coefficients and atmospheric density deviating as (1)-(3). Simulation results of the three conditions are represented by red solid lines, green dash lines, and blue dot lines, respectively, as shown in Figures 2-8 .

Figure 2 presents the curves of velocity, flight path angle, and heading angle of the hypersonic vehicle in the dive phase under different deviations. As shown in Figure 2(a), the velocity magnitude of the hypersonic vehicle gradually and smoothly decreases under each deviation. It is also observed that the flight path angle and heading angle vary smoothly in the total dive phase, as illustrated in Figures 2(b) and 2(c).

Figure 3 illustrates the 3D flight trajectories of the hypersonic vehicle and curves of relative distances between the hypersonic vehicle and target under different deviations. A red pentagram indicates the location of the ground maneuver target when the simulation terminates (considering that the distances between the terminal locations of the ground maneuver target under different deviations are very short, the terminal location of the target under deviation (1) is taken as an example). It is indicated that the flight trajectories almost coincided with each other under different deviations. For deviations (1)-(3), the miss distances at the terminal time are $16.07 \mathrm{~m}, 22.55 \mathrm{~m}$, and 31.06 m , respectively. Considering the reference length and high flight speed of the hypersonic vehicle, the miss distances under different deviations are acceptable and the proposed PIGC design method can accurately steer the hypersonic vehicle to impact the ground maneuver target with good robustness.

Figure 4 illustrates the curves of elevation and azimuth angles of LOS and change rates of angles of LOS (sliding mode surfaces $S_{D}$ and $S_{T}$ ) under different deviations. It can be observed that when the simulation time is more than 30 seconds, the change rates of elevation and azimuth angles of LOS almost converge to zero. It should be noted that when the simulation is near the end, the elevation and azimuth angles of LOS drastically change. This phenomenon is due to


Figure 2: Curves of velocity, flight path angle, and heading angle.


Figure 3: Curves of flight trajectories of the hypersonic vehicle and relative distances between the hypersonic vehicle and target.
the fact that the two angles are calculated based on the relative spatial position of the hypersonic vehicle and target. When the distance between the hypersonic vehicle and target reduces to a small amount, the two angles drastically change.

Figures 5-7 illustrate the curves of rotational motion state variables of the hypersonic vehicle under different deviations. It is found that all attitude angles and body rates change boundedly and smoothly in the dive phase, which indicates that the attitude of the hypersonic vehicle is


Figure 4: Curves of elevation and azimuth angles of LOS and change rates of angles of LOS.


Figure 5: Curves of angle of attack, sideslip angle, and bank angle.


Figure 6: Curves of pitch angle, yaw angle, and roll angle.


Figure 7: Curves of roll rate, yaw rate, and pitch rate.


Figure 8: Curves of actual fin deflections.
controllable under each deviation. However, the change rates of rotational motion state variables are larger in the first 30 seconds of the simulation. This phenomenon is caused by the large deviation between the initial flight direction of the hypersonic vehicle and initial location of the ground maneuver target. The phenomenon is also in accordance with the fact that the elevation and azimuth angles of LOS slowly decrease in the first 30 seconds as shown in Figure 4. The three-channel body rates also exhibit similar characteristics as mentioned above.

Figure 8 illustrates the curves of actual control surface fin deflections applied to the hypersonic vehicle under different deviations, which are smooth and bounded. It is indicated that the hypersonic vehicle can complete the G\&C mission within the ability of actuators under different deviations. In addition, the assumption that the inverse of matrix $\mathbf{A B}$ and the generalized inverse of matrix $\mathbf{C}$ in equation (23) exist during the whole dive phase is validated by the simulation results.

## 5. Conclusion

In this article, a low-order PIGC method for diving hypersonic vehicles to impact ground maneuver target with good robustness is designed. A three-channel analytical model of body rates based on acceleration components of the hypersonic vehicle is deduced. By combining the analytical model of body rates and relative motion model between the hypersonic vehicle and target, three-channel commands of body rates are directly generated based on

ESO, sliding mode control approach, and dynamic surface control theory. A sliding mode controller is designed in the attitude control subsystem to track the commands of body rates. The acceleration components of the maneuver target in the relative motion model can be compensated by ESO with the use of acceleration information of the hypersonic vehicle. Hence, the utilization efficiency of the acceleration sensor mounted on the hypersonic vehicle is improved, and the impact accuracy can be guaranteed. Besides, the order of design model is reduced, and the design process of the G\&C system is simplified. However, this article is aimed at proposing a novel PIGC scheme and verifying its effectiveness and robustness. Hence, the influences of uncertainties brought by dynamic models of the hypersonic vehicle and complex constraints such as overload, dynamic pressure, and terminal impact angle are ignored, which require further study.
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