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.e essence of enterprise financial modeling is to use mathematical models to classify and sort out all kinds of enterprise
information according to the main line of value creation and on this basis to complete the analysis, prediction, and value
evaluation of enterprise financial situation. A reasonable financial model is also an effective means to reduce financial fraud. In this
paper, a financial fraud identification model is constructed based on empirical data. In the process of model construction, the
primary feature set is selected according to the financial fraud motivation theory, and then, the original feature set is obtained by
Mann–Whitney test on the primary feature set, and the final fraud identification feature set is selected from the original feature set
by using Relief and Boruta algorithms. Finally, based on the final fraud identification feature set, the data algorithms such as
decision tree, logistic regression, support vector machine, and random forest are used to identify financial fraud..e experimental
results show that the combination of financial fraud identification features constructed by the Relief algorithm and random forest
model has the best recognition effect. .e evaluation indexes of the G mean value and the F value were 75.86% and
78.33%, respectively.

1. Introduction

In the process of enterprise production and operation,
enterprise financial management has the function of making
enterprise managers understand the operation status of
enterprises in time, providing a decision-making basis for
enterprise managers, and standardizing the rationality and
legitimacy in the process of enterprise operation. With the
expansion of the scale of enterprise financial management,
we need to change the backward traditional manual way of
financial management, through the establishment of fi-
nancial data-related models and optimization methods to
better grasp the business dynamics of enterprises.

Financial fraud [1, 2] is a kind of behavior where the
management of a company deliberately manipulates fi-
nancial information to conceal the true assets and liabilities,
operating results, and cash flow of the company in order to
achieve some improper purposes and then induces the users
of financial statements to make wrong economic decisions

based on false financial information. Pricewaterhou-
seCoopers’ research report shows that, in recent years, the
number of enterprise financial fraud cases has increased year
by year. In the past two years, about half of American or-
ganizations suffered from financial fraud. In the past few
years, the losses caused by financial statement fraud and
asset misappropriation in various regions of the world have
increased year by year, with a total of about US $3.7 trillion
worldwide, and the fraud will cause the company’s revenue
loss of nearly 5% in the current year.

As an independent third party, auditors are responsible
for the reasonable assurance of whether there are material
misstatements due to fraud or errors in the financial
statements of enterprises. .erefore, improving the ability of
auditors to identify financial fraud is of great significance to
curb financial fraud and reduce the losses caused by financial
fraud. In the digital information environment, data audit has
appeared; the new audit mode takes the original data in the
audited database as the audit object, establishes the audit
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intermediate table through the collection, sorting, and
analysis of the original data, and then constructs the model
for data analysis by using data mining technologies such as
classification, clustering, association analysis, and outlier
detection.

In the era of big data, in the face of the explosive growth
of data, data mining is more and more widely used by
virtue of the ability to find favorable patterns and trends
from data sets. Data mining is a process of discovering
useful patterns and trends from large data sets. With the
deepening of the research on data mining theory, data
mining technology has become increasingly diverse.
According to the purpose, data mining can be divided into
three categories: classification, clustering, and association
rule analysis. In audit research, the data mining technology
which is often used by the majority of scholars is mainly a
classification algorithm.

As an important tool of data processing and infor-
mation mining, mathematical modeling and data mining
are paid more and more attention by audit theory re-
searchers. In the process of modeling, a lot of mathematical
theories are involved, such as optimization theory, prob-
ability theory, and quantitative statistics. .ere are many
very important mathematical models in accounting and
financial management, such as the capital asset pricing
model [3], portfolio model [4], securities valuation model
[5], and Black-Scholes option pricing model [6]. Dai et al.
[7] studied the companies that restate financial statements
due to violation of generally accepted accounting principles
and found that the sensitivity of option portfolio held by
senior managers to stock price has a significant positive
correlation with financial statements. Liu et al. [8] studied
the correlation between ordinary employees’ stock com-
pensation and corporate financial statement fraud. Glancy
et al. [1] used the data model to study a large number of
financial fraud enterprises and found that the financial
fraud enterprises have different degrees of external fi-
nancing needs during the period of false reporting. By
using the data mining method, Albrecht et al. [9] found
that, in the period of corporate financial fraud, the number
of insiders selling stocks and exercising stock appreciation
rights is larger than in other periods. By constructing a
mathematical model, Burnes et al. [10] found that the
bonus plan is usually directly related to the management’s
income and has a lower limit; it makes the management
easily affected by the game psychology. Khachatryan et al.
[11] used an association rule algorithm to study the rela-
tionship between financial leverage and corporate fraud
and found that financial fraud companies have higher fi-
nancial leverage than nonfinancial fraud companies.

A large number of studies have found that there is a
systematic relationship between financial characteristics
and financial fraud. In some cases, financial characteristics
are considered to reflect the occurrence mechanism of
financial fraud. Louzada et al. [12] proposed a mathe-
matical model to predict the false income..emodel found
that the percentage change of total assets is positively
correlated with the false income, and the percentage change
of the number of employees is negatively correlated with

the false income. Based on the mathematical model, Tarjo
et al. [2] found that when the growth of earnings per share
slows down, it shows that they are facing the negative
impact of financial performance, and there is a great
possibility of financial fraud. Bose et al. [13] used the
nonparametric Mann–Whitney test to test 23 financial
indicators. .e test results showed that 17 financial indi-
cators had significant differences in the samples of judging
the possibility of financial report fraud and nonfinancial
report fraud. At the same time, the results of Man-
n–Whitney nonparametric test are further verified by the
classification model of logistic regression and artificial
neural network algorithm. Sun et al. [14] conducted a t-test
on the identification characteristics of fraud risk factors
and constructed a fraud identification model by using a
support vector machine algorithm and logistic regression
analysis.

It can be seen from the above analysis that the mathe-
matical model and data mining technology can extract a
large number of information from the financial information
and nonfinancial information provided by customers’
business activities, which cannot be obtained by the existing
audit evidence collection methods. It is of great benefit to
improve the audit efficiency and audit effect.

2. Feature Selection of Financial
Fraud Identification

.e company’s fictitious profits, misappropriation of assets,
and improper accounting treatment will directly affect the
financial statements, which will lead to the abnormality of
the company’s statement items and various financial indi-
cators calculated according to the statement items. .ere-
fore, some statement items and financial indicators can
become the identification attributes of enterprise financial
fraud to a certain extent. For those identification attributes
that are useful for financial fraud identification, we call them
relevant features. Feature selection [15] is the process of
selecting relevant feature subsets from the constructed fraud
recognition feature set.

Feature selection is an important branch of machine
learning..at is, a candidate subset is generated in the initial
feature set, and the correlation is evaluated by using the
evaluation function. Based on the evaluation results, the next
candidate subset is generated, and then the evaluation
function is used to evaluate it; the process is repeated until a
better feature subset cannot be found.

As shown in Figure 1, feature selection usually takes
three processes: firstly, the candidate feature subset is
generated by subset search, then the subset goodness-of-fit is
evaluated by the selected evaluation function, and finally, a
threshold for the evaluation function is set. When the value
of the evaluation function reaches the threshold, it can stop
searching and output the optimal feature subset.

Subset search is the first key step of feature selection and
the process of generating the best candidate subset.
According to different subset search patterns, the search
algorithm can be divided into a complete search, heuristic
search, and random search [16].
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.e idea of a complete search is to traverse all possible
feature subsets in the initial feature set to find feature subsets
containing all important information. .is method is suit-
able for the case that the number of features in the original
feature set is small.

Heuristic search is divided into the forward search,
backward search, bidirectional search, and case-based
search..e case-based algorithmmainly includes the Relief
algorithm [17]. .e algorithm uses distance measure as an
evaluation function. Firstly, the user sets a parameter and
initializes the weight of each feature to 0, then, an instance
is randomly selected from the training set, its near-hit
neighbors and near-miss neighbors are calculated
according to Euclidean distance, and the weight of each
feature is updated by using the near-hit and near-miss
neighbors; after all feature weights are calculated, all fea-
tures whose weights are greater than a certain threshold are
selected.

In heuristic search, the forward search algorithm and
backward search algorithm often fall into the trap of local
optimal value when searching the optimal candidate subset.
.e random algorithm generates a candidate subset ran-
domly and then performs a forward search algorithm or
backward search algorithm on this candidate subset. It
makes up for the defect that the forward search algorithm
and backward search algorithm cannot jump out of the local
optimal value. .e random algorithms commonly used in
subset search are randomly generated sequence selection
algorithm [18], simulated annealing algorithm [19], and
genetic algorithm [20].

Subset evaluation is the second key step in feature se-
lection. In this step, the candidate subset goodness-of-fit is
evaluated according to the set evaluation function, and
whether to stop the subset search process is decided
according to the candidate subset goodness-of-fit. .e es-
sence of subset evaluation is to evaluate the difference be-
tween the current candidate subset’s partition of the training
data set and the real partition of the training data set. .e
smaller the difference is, the better the current candidate
subset will be. When the difference between the partition of
the new candidate subset and the real partition of the
training data set reaches the minimum, the candidate subset
is stopped. .e current candidate subset is the feature subset
that contains all the important information.

We introduce the whole idea of the feature selection
algorithm from two aspects of subset search and subset
evaluation. However, due to the differences in search
methods and evaluation methods used in subset search and
subset evaluation, feature selection methods can be roughly
divided into filtering, packaging, and embedded.

A Relief algorithm is a filtering feature selection algo-
rithm. Firstly, an example xj is randomly selected from the
training data set D � (x1, y1), (x2, y2), . . . , (xm, ym) ; the
nearest neighbor xj,nh is found from the sample set similar to
xj; it is called a near-hit neighbor..en, the nearest neighbor
xj,nm is found from the sample set different from xj; it is
called near-miss neighbor. Finally, the correlation statistic
component of the corresponding attribute u can be calcu-
lated as follows:

ϑu
� 

j

− diff x
u
j , xj,nh 

2
+ diff x

u
j , xj,nm 

2
, (1)

where xu
j represents the value of sample xj on feature at-

tribute u.
.e above calculation process is repeated for different

samples, and then, the estimation results of different samples
are averaged to get the relevant statistical components of
different attributes u; the larger the component value is, the
stronger the classification ability is. .e smaller the com-
ponent value is, the weaker the classification ability is. When
the component value is greater than the set threshold, the
feature attribute is selected to classify the target.

Boruta algorithm [21] is a package based on a random
forest classification algorithm. Its idea is consistent with the
basic idea of random forest classifier; that is, by increasing
the randomness of the system and collecting the results from
the random sample set, the misleading influence of random
fluctuation and correlation can be reduced. Boruta algo-
rithm mainly includes the following steps:

Step 1: copy all real features in the data set to create
shadow features
Step 2: randomize the newly added shadow features to
eliminate the correlation between them
Step 3: a random forest classifier is trained on the
extended data set, and the calculated Z-score is
collected

Feature subnet Stopping
criteria

Evaluation
function

Y Subset goodness-of-fit 

Original feature set Subset search
Candidate feature 

subset

N

Figure 1: .e basic process of feature selection.
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Step 4: find out the maximum Z-score value of the
shadow feature, and then record a hit for each real
feature whose Z-score is higher than the maximum
Z-score value, which means that the real feature is more
important than the shadow feature
Step 5: the same bilateral tests as maximum Z-score
value are performed for real features whose importance
cannot be determined
Step 6: attributes that are less important than shadow
features are considered unimportant and are perma-
nently removed from the original set
Step 7: the significant higher importance than shadow
feature is regarded as important, and delete all shadow
attributes
Step 8: repeat this process until the importance of all
attributes is assigned, or the algorithm has reached the
previously set limit of random forest operation

According to the existing relevant researches [22, 23],
this paper selects the appropriate financial indicators from
nine categories of profitability, operating capacity, de-
velopment capacity, per share index, ratio structure,
solvency, risk level, disclosure of financial indicators, and
cash flow analysis as the features of financial fraud
identification.

.e feature selection of financial fraud identification is
divided into three steps. First of all, the independent
sample T-test and Mann–Whitney test are used to test
nine categories of financial indicators. .rough these two
methods, we can screen out the indicators that can sig-
nificantly distinguish financial fraud companies from
nonfinancial fraud companies. However, the independent
sample T-test method requires that the indicators obey the
normal distribution. Kolmogorov–Smirnov normality test
is carried out for the nine categories of indicators, as-
suming that all the financial indicators follow the normal
distribution, and the test results show that the significant
values are less than 0.05, which indicates that these in-
dicators do not follow the normal distribution. .erefore,
all indicators are tested by Mann–Whitney test, assuming
that there is no significant difference between these nine
categories of financial indicators and whether the com-
panies are financial fraud. .e test results show that the
significant value of 75 indicators is less than 0.05, which
shows that these 75 financial indicators have a significant
role in identifying financial fraud samples. .is paper
selects these 75 financial indicators as the original feature
set of financial fraud identification. .en, Boruta and
Relief feature selection algorithms are used to further
screen the primary features to reduce the feature di-
mension and improve the model adaptability of fraud
identification features.

Boruta algorithm divides the primary features into three
index sets: Confirmed, Rejected, and Tentative. All 18 in-
dicators in Confirmed are chosen as the identification in-
dicators of the fraud classification model. .e result of
feature selection is shown in Table 1.

.ese indicators mainly reflect the company’s profit-
ability, operation ability, development ability, debt-paying
ability, and cash flow status. From the perspective of sol-
vency, the feature set selected by the Boruta algorithm pays
more attention to the solvency of business activities to
corporate debt and the solvency of business achievements to
interest. From the perspective of operational capacity, the
feature set selected by the Boruta algorithm pays more at-
tention to the turnover efficiency of enterprise accounts
receivable. From the perspective of development capability,
the feature set selected by the Boruta algorithm pays more
attention to the internal growth power of enterprises in the
future. From the perspective of risk level, the feature set
screened by the Boruta algorithm considers that the financial
risk and operational risk of an enterprise have an effect on
the identification of financial fraud.

In the process of feature selection using the Relief al-
gorithm, the selection threshold is set to 0, the features with
weight greater than 0 in the original feature set are retained,
and the features with weight less than 0 in the original
feature set are discarded. Finally, 17 categories of fraud
identification feature indicators are obtained. .e result of
feature selection is shown in Table 2.

.ese 17 indicators evaluate the financial situation of
enterprises from seven dimensions: solvency, profitability,
operation ability, development ability, risk level, per share
index, and tax burden. Compared with the feature set
screened by the Boruta algorithm, the feature set screened by
the Relief algorithm thinks that the interest-paying ability of
enterprises is lack of recognition degree to identify financial
fraud. According to the Relief algorithm, the management of
cost and expense, the loss of asset impairment, and the
growth of sales expenses have a better recognition degree for
the identification of financial fraud.

Table 1: .e result of feature selection based on the Boruta
algorithm.

Feature Feature name
F1 Interest coverage ratio
F2 Cash flow rate
F3 Asset-liability ratio
F4 Total assets net profit margin
F5 Return on invested capital

F6 Weighted average return on net assets after
deducting loss

F7 Ratio of receivables to income
F8 Accounts receivable turnover
F9 Total assets turnover
F10 Growth rate of total profit
F11 Sustainable growth rate
F12 Growth rate of owner’s equity
F13 Financial leverage
F14 Comprehensive leverage

F15 Basic earnings per share after deducting
nonrecurring profit and loss

F16 Retained earnings per share
F17 Net cash flow from operating activities per share
F18 Comprehensive tax rate
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3. Construction of Industrial Financial Fraud
Identification Model

.e financial fraud identification model is a two-classifi-
cation model based on a classification algorithm. .e
common evaluation indexes for the performance of the
model are error rate and accuracy. Error rate refers to the
proportion of samples with the wrong classification in the
total number of samples, while accuracy refers to the pro-
portion of samples with correct classification in the total
number of samples. Although the error rate and accuracy are
very common, their practicability is not high. In order to
better judge the accuracy of the financial fraud identification
model, this paper selects the confusionmatrix to evaluate the
performance of the model. .e confusion matrix [24] is an
important tool to evaluate the performance of the classifi-
cation model. It can reflect the number of correct classifi-
cation and wrong classification of each category in the
sample. For the two-classification task of enterprise financial
fraud identification, the combination of the real categories of
sample enterprises and the prediction categories of fraud
identification model can be divided into true positive (TP),
false positive (FP), true negative (TN), and false negative
(FN). .e confusion matrix of classification results is shown
in Table 3.

In Table 3, 1 represents the fraud sample, and 0 rep-
resents the nonfraud sample.

According to the confusion matrix, some other indi-
cators, shown in Table 4, are designed to evaluate the
classification effect, including accuracy, sensitivity, and
specificity.

In addition to the above indicators, F value and G mean
value are often used. .ese two indexes give the compre-
hensive performance evaluation of the fraud identification
model.

F value [25] is a comprehensive consideration of sen-
sitivity and accuracy, and its calculation formula is defined as
follows:

F �
ρ2 + 1  × P × S

ρ2 × P + S
, (2)

where S represents the sensitivity of the model, P represents
the precision of the model, and ρ is the parameters for
adjusting accuracy and sensitivity weights.

If accuracy and sensitivity are considered equally im-
portant, then ρ � 1. When evaluating the performance of the
fraud model, the larger the F value is, the better the per-
formance of the model is.

G mean value is a comprehensive measure of sensitivity
and specificity, and it is also a comprehensive index used to
evaluate the performance of the model. Its calculation
formula is defined as follows:

G �
�����
S × M

√
, (3)

where M represents the specificity of the model.
When evaluating the performance of the fraud model,

the larger the G value is, the better the performance of the
model is.

Support vector machine, decision tree, logistic regres-
sion, and random forest were used to build financial fraud
recognition models, and the recognition effects of different
models were evaluated.

Based on the CSMAR database, this paper obtains 257
listed companies’ consolidated financial statements with
fictitious profits or assets from 2010 to 2019 as the fraud
samples. At the same time, according to the selection
principle of control samples, the corresponding number of
control samples is selected according to the ratio of 1 :1.
According to the feature selection of fraud identification
samples, this paper preprocesses the original samples and
the feature samples filtered by the Boruta algorithm and
Relief algorithm. 70% of the preprocessed data set is used as a
training set and 30% as a test set.

In the fraud identification model experiment, 5-cross
validation is used. Due to the instability of classification
model, 10 running results are selected for each classification
model. .e mean value represents the running result of each
model, shown in Table 5.

From the results of the above four fraud recognition
models, the original feature set samples have good

Table 2: .e result of feature selection based on the Relief
algorithm.

Feature Feature name
F1 Cash flow rate
F2 Equity multiplier
F3 Return on equity
F4 Cost profit margin
F5 Asset impairment loss income ratio
F6 Ratio of accounts receivable to income
F7 Accounts receivable turnover
F8 Business cycle
F9 Total assets turnover
F10 Growth rate of return on equity
F11 Growth rate of total profit
F12 Growth rate of sales expenses
F13 Sustainable growth rate
F14 Comprehensive leverage
F15 Undistributed profit per share
F16 Net cash flow from operating activities per share
F17 Comprehensive tax rate

Table 3: Structure of confusion matrix.

Prediction category
1 0

Actual category 1 TP FN
0 FP TN

Table 4: Indicators of evaluation metrics based on confusion
matrix.

Evaluation metrics Formula
Accuracy (TP + TN)/(TP + FP + TN + FN)

Sensitivity TP/(TP + FN)

Precision TP/(TP + FP)

Specificity TN/(TN + FP)
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recognition results in the support vector machine model.
.e values of G mean and F reach 74.96% and 76.16%,
respectively. However, there are 75 fraud features in the
original feature set, which is the main reason for the high
efficiency of model recognition. .erefore, it is necessary to
reduce the dimension of the original feature set to find the
feature set with fewer fraud identification features and
better model results.

Because of the large number of dimensions in the
original feature set, it is not easy to extract and apply the
fraud features. .erefore, the initial feature set selected by
the Boruta algorithm is used as the feature set of fraud
identification. Each classification model selects 10 running
results, and the mean value represents the running result of
each model, shown in Table 6.

From the results of the above four fraud recognition
models, the feature set samples screened by the Boruta al-
gorithm have good recognition results in the random forest
model, and the values of G mean and F reach 74.26% and
74.31%, respectively. .e number of fraud identification
features in the feature set screened by the Boruta algorithm is
reduced from 75 to 18, which reduces the dimension of the
original fraud identification feature set. However, the
identification effect of the feature set samples screened by the
Boruta algorithm is not as good as that of the original fraud
identification feature set.

.e feature set screened by the Boruta algorithm cannot
reduce the dimension of the fraud recognition feature and
keep the good recognition efficiency of the fraud recognition
model. .erefore, the feature set screened by the Relief
algorithm is further used as the feature of fraud identifi-
cation. Each classification model selects 10 running results;
the mean value represents the running result of each model,
shown in Table 7.

From the results of the above four fraud identification
models, it can be seen that the feature set samples screened
by the Relief algorithm have good identification results in the
random forest model, and the G mean and F reach 75.86%
and 78.33%, respectively. Compared with the original fraud
identification feature set, the number of fraud identification
features in the feature set screened by the Relief algorithm is
reduced from 75 to 17, which reduces the dimension of the
original fraud identification feature set; the overall recog-
nition effect of the feature set samples screened by the Relief
algorithm is better than that of the original fraud recognition
feature set samples.

In conclusion, the random forest model has the best
performance among the four fraud identification models.
From the perspective of financial fraud identification
features, the comprehensive identification performance of
the fraud identification features selected by the Relief

algorithm in the random forest model reaches 78.33%,
which can best reflect the differences between fraudulent
enterprises and nonfraudulent enterprises. .e contri-
bution of this paper is mainly reflected in two aspects: one
is to combine the prior knowledge of fraud identification
with feature selection algorithm to select the feature set of
financial fraud identification based on the Relief algo-
rithm and Boruta algorithm; the other is to verify the
above two kinds of fraud identification features by
building a financial fraud identification model. It is found
that the set of financial fraud recognition features selected
based on the Relief algorithm has the best recognition
performance.

4. Discussion

It has rich theoretical and practical significance to study the
application of data mining and mathematical model in fi-
nancial fraud identification. On the one hand, it enriches the
theoretical system of financial fraud audit; on the other
hand, it provides new ideas and methods for financial fraud
audit practice. In this paper, the prior knowledge and feature
selection algorithm of financial fraud identification are used
to study the characteristics of financial fraud identification,
and the financial fraud identification model is established
based on data mining technology.

Compared with the existing related research results, the
research results of this paper are mainly reflected in two
aspects. One is to combine the prior knowledge of fraud
identification with a feature selection algorithm to select the
feature set suitable for industrial financial fraud identifica-
tion. .e other is to verify two kinds of fraud identification
features by constructing the financial fraud identification
model.

.rough this study, it is found that fraudulent enter-
prises have weak solvency, high debt risk, and strong will-
ingness to finance, and the cash flow generated by operating
activities is lower than other normal enterprises in the same
industry. Financial indicators such as cash flow ratio, equity
multiplier, and net cash flow per share from operating ac-
tivities are good features for fraud identification. .e assets
of fraudulent enterprises are in poor condition and slow
turnover, and their profitability and growth ability are lower
than other normal enterprises in the same industry. .e
inventory turnover rate, accounts receivable turnover rate,
return on net assets, growth rate of return on net assets,
sustainable growth rate, and other financial indicators are
good fraud identification characteristics. .e growth rate of
costs and expenses of fraudulent enterprises is higher than
that of normal enterprises in the same industry, and the
comprehensive tax burden of enterprises is also lower than

Table 5: .e mean running result of each model.

Classification model Specificity (%) Sensitivity (%) Accuracy (%) G (%) F (%)
Decision tree 69.02 65.01 66.79 66.06 66.01
Logistic regression 68.97 69.98 70.05 68.96 69.12
Random forest 76.30 75.17 76.08 75.31 75.27
Support vector machine 72.18 78.92 76.37 74.96 76.16
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that of other normal enterprises. .e cost-profit rate, asset
impairment loss rate, sales expense growth rate, compre-
hensive tax rate, and other financial indicators are good
fraud identification characteristics.

5. Conclusions

.is paper mainly studies the application of mathematical
models and data mining technology in financial fraud
identification. Based on the prior knowledge and feature
selection algorithm of financial fraud identification, the fi-
nancial fraud identification features are studied, and the
financial fraud identification model is established based on
logistic regression, decision tree, support vector machine,
random forest, and other data mining technologies. .is
paper attempts to provide an effective analysis and pre-
diction method for auditors to improve their ability to
identify fraud risks. In future research, we will focus on the
parameter adjustment of the model to further improve the
recognition performance of the model.
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