Research Article
Fractional-Order PID and Active Disturbance Rejection Control with Tuning Parameter Optimization for Induction Heating

Bingyu Li, Jining Guo, and Ying Fu

1 Bohai University, Jinzhou 121013, Liaoning, China
2 Northeast Forestry University, Harbin 150040, Heilongjiang, China

Correspondence should be addressed to Jining Guo; guojining1@163.com

Received 5 November 2021; Revised 22 November 2021; Accepted 27 November 2021; Published 20 December 2021

Copyright © 2021 Bingyu Li et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Induction heating systems are characterized by model uncertainty, nonlinearity, and external disturbances, and the control accuracy of the system directly affects the performance of the heated workpiece. In order to improve the temperature control accuracy and anti-interference performance of induction heating systems, this paper proposes a composite control strategy combining fractional-order PID (FOPID) and active disturbance rejection control (ADRC). Meanwhile, for the problem of too many controller tuning parameters, an improved quantum behavior particle swarm optimization (QPSO) algorithm is used to transform the nine parameters to be tuned in fractional-order PID active disturbance rejection control (FOPID-ADRC) into a minimization value optimization problem for solving. The simulation results show that the FOPID-ADRC controller improves the anti-interference capability and control accuracy of the temperature control system, and the improved QPSO algorithm has better global search capability and local optimal adaptation value.

1. Introduction

Vacuum induction melting technology is a kind of induction heating technology with high heating efficiency, high speed, and low consumption. It is developed and optimized on the basis of an ordinary induction furnace. With the development of the aerospace industry, nuclear energy, and other industries, sophisticated industrial equipment has higher requirements for material performance and smelting machinery. In view of the high performance and high precision requirements of the process refining process, a large number of scholars have found through theoretical discussion and practical research that the special smelting technology of high-precision materials in a vacuum environment can meet the performance requirements of the equipment to a certain extent. Alloys made in vacuum are widely used in cutting-edge technologies such as biotechnology (prosthetic implants) and aviation (turbine blades) [1].

There are not many existing studies on induction heating temperature control. The temperature control method used in induction heating furnaces in actual industrial production processes is the classical PID control. The temperature in the chamber is measured by thermocouples in the vacuum induction furnace, and when the measured temperature deviates from the set temperature, the heating input voltage is adjusted to minimize the deviation, which is a typical feedback control process [2]. However, with the development of cutting-edge technology and the increasing quality requirements for workpieces in various fields, induction heating temperature should be controlled using more precise control methods. The work in [3] applied fuzzy PID combined with expert control for heating furnace temperature control. This method improves the response speed of the temperature control system, but does not improve the anti-interference capability of the temperature control system. The work in [4] applies switching predictive control to the temperature control system of a heating furnace. This
control strategy provides an effective and independent control mode for the temperature of the heating furnace, but relies on the conventional implementation of multiple model switching states, making the control algorithm too complex for application in engineering practices. In [5], an improved fractional-order predictive control is proposed and applied to an industrial heating furnace to improve the dynamic performance and stability of the temperature control system, but no parameter tuning method for the controller is provided. In [6], the improved Smith predictive control was applied to the outlet temperature control of the heater, and the control method improved the closed-loop stability when the process parameters of the heater changed, but the problem of disturbances caused by load changes and the requirement of high accuracy of the system were not well solved. The temperature control system of the vacuum induction furnace is shown in Figure 1.

Active disturbance rejection control (ADRC) is a new type of controller formed on the basis of the classical PID controller which does not depend on the precise mathematical model of the controlled object. The real-time disturbances of the system are observed by the extended state observer (ESO), and the control quantities are compensated so that the output of the system has better resistance to disturbances. ADRC is now widely used in areas such as motion systems, mechanical systems, motor systems, and marine system control [7–10]. To improve the control accuracy of ADRC, many scholars have introduced control methods such as sliding mode control, fuzzy control, backstepping control, and fractional-order PID (FOPID) control into the ADRC controller as the nonlinear state error feedback control law. Among them, FOPID is more easily applied in engineering practice because of its fewer control parameters and simple structure [11, 12]. In [13], the fractional calculus is introduced into ADRC, where the extended state observer (ESO) and the nonlinear state error feedback (NLSEF) are replaced by the fractional-order extended state observer and PID controller, respectively. Robustness analysis shows that FADRC is also appropriate for an incommensurate fractional-order system. In [14], a fractional-order PID and active disturbance rejection controller (FOPID-ADRC) is applied to the speed regulation system of the nonlinear double-mass servo drive system, and it is proved that the compound controller has good robustness. In [15], the FOPID-ADRC is applied to the tracking control of an air-breathing hypersonic vehicle, and the simulation results prove that the designed controller has good adaptability and robustness in dealing with uncertainty and external disturbance. In this paper, a fractional-order PID active disturbance rejection control (FOPID-ADRC) strategy is used to control the temperature in the induction heating process, and an improved QPSO is adopted to rectify the parameters of the controller in order to improve the control accuracy as well as the antidisturbance capability of the temperature control system.

The main research of this paper is as follows: Section 1 is the introduction; Section 2 briefly describes the principle of the vacuum induction furnace and its mathematical model; Section 3 introduces the design of FOPID-ADRC; Section 4 shows the invocation of the improved QPSO optimization method; Section 5 is the simulation experiment and analyzes the anti-interference and control accuracy of FOPID-ADRC; and Section 6 is the conclusion.

2. Mathematical Model of an Induction Furnace

The induction heating furnace is a nonlinear system with large inertia and large time lag. The main phenomena involved in the heating process are the skin effect and heat conduction. When the induction heating coil passes an alternating current, an alternating magnetic field is generated in and around the coil, and the workpiece is cut by the magnetic lines of force formed by the alternating magnetic field [16, 17]. According to the electromagnetic field theory, the induced electric potential generated by a changing magnetic field creates a closed circuit of current on the surface of the workpiece, which is usually referred to as eddy currents. The eddy currents generate heat inside the workpiece, causing it to be heated [18]. The schematic diagram of induction heating is shown in Figure 2.

The relationship between the thermal power and the surface temperature during the skin collection effect is [19]

\[ q_w = cm\frac{\Delta T_2}{\Delta t} + Sk_1 T, \]

where \( c \) is the specific heat capacity of the workpiece, \( m \) is the mass of the heated part of the workpiece, \( \Delta T_2 \) is the temperature difference from the initial temperature at the completion of the heating phase, \( \Delta t \) is the time required for the heating process, and \( S \) is the surface area of the workpiece. \( q \) is the heat lost per unit area of the workpiece surface. \( q \) is linearly related to the temperature, and \( q = k_1 T \), where \( k_1 \) is the scale factor.

Taking Laplace transformations on both sides of equation (2), it is obtained that

\[ q_w(s) = cmST_1 + Sk_1 T(s). \]

Treating the specific heat capacity \( c \) of the material as a constant, the process of the skin effect of the induction heating system can be obtained as an inertial link. The relationship between the heat-generating power \( q_w \) and its surface temperature \( T_w \) is

\[ T_w(s) = \frac{K}{T_m s + 1}, \]

where \( K = (1/Sk_1) \), \( T_m = (cm/Sk_2) \), and \( k_2 \) is the scale factor. The transfer function of the heating process can be expressed as

\[ G_0(s) = \frac{K}{T_m s + 1}. \]

Since the heat transfer in the heat conduction process stage of the material is mainly transferred through the mutual collision movement between the molecules of the
heating material, the induction heating of the heating material also takes a certain amount of time. Therefore, there is a process of heat generation and transfer, which causes a time delay between the input responses. Thus, the temperature control system in the vacuum induction furnace can be expressed as

\[ G(s) = \frac{K}{T_m s + 1} e^{-\tau s}, \]  

(6)

where \( \tau \) is the time lag coefficient.

For the time lag term appearing in the system, the method of increasing the order can be adopted. In the transfer function, the time lag operator is approximated as a first-order inertia link.

\[ e^{-\tau s} = \frac{1}{1 + \tau s}, \]  

(7)

Thus, the temperature control system can be expressed as a second-order transfer function.

\[ G(s) = \frac{K}{(T_m s + 1)(\tau s + 1)}. \]  

(8)

The differential equation form of the system under the action of control law and perturbations can be expressed as

\[ \dot{y} T_m \tau + y (T_m + \tau) + y = Ku + w, \]  

(9)

where \( w \) is the total disturbance to the system and \( u \) is the control law of the system. Then, the equation of state of the system can be expressed as

\[
\begin{cases}
\dot{x}_1 = x_2, \\
\dot{x}_2 = -\frac{T_m + \tau}{T_m \tau} x_1 - \frac{1}{T_m \tau} x_2 + \frac{K}{T_m \tau} u + w.
\end{cases}
\]  

(10)

3. Design of FOPID-ADRC

3.1. FOPID. FOPID is developed on the basis of the classical PID. In order to control the dynamic system, Oustaloup
proposed the fractional-order controller [20–22] and demonstrated that the performance of the controller was better than that of traditional PID. Later, Podlubny proposed the FOPID controller as a generalized form of the standard PID controller [23]. The FOPID controller has two free variables of integral order and differential order, which realizes the control from point to surface. Therefore, FOPID has a larger adjustable range and better control quality than traditional PID [24, 25].

The Riemann–Liouville definition of fractional calculus is equal to

$$ R_L D_t^{\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} f(\tau) (t-\tau)^{\alpha-1} d\tau, \quad (11) $$

where $D_t^\alpha$ is the fractional-order operator and $\Gamma(\alpha)$ is the gamma function.

The first derivative $D^1 f(t)$ of $f(t)$ is defined as [26]

$$ D^1 f(t) = \lim_{h \to 0} \frac{f(t) - f(t-h)}{h}. \quad (12) $$

It can be seen that the fractional derivative is of great importance for long-term conditions. However, the integral derivative is only applicable to the current moment. The characteristic of the fractional derivative makes the system respond slowly and sensitive to disturbance [27].

The Laplace transform of Riemann–Liouville definition of fractional calculus is equal to

$$ L\{R_L D_t^{\alpha} f(t)\} = s^\alpha F(s) - \sum_{k=0}^{n-1} s^k \left[ \frac{\partial^k f(t)}{\partial t^k} \right]_{t=0}. \quad (13) $$

Under zero initial conditions, the summation term in equation (4) is zero.

In general, a fractional-order system with one input and one output can be expressed as

$$ a_n y^{(n)}(t) + a_{n-1} y^{(n-1)}(t) + \cdots + a_1 y^{(1)}(t) + a_0 y(t) = b_m u^{(m)}(t) + b_{m-1} u^{(m-1)}(t) + \cdots + b_1 u(t) + b_0 u(t). \quad (14) $$

The transfer function can be expressed as [27]

$$ G(s) = \frac{B(s)}{A(s)} = \frac{b_m s^m + \cdots + b_1 s + b_0}{a_n s^n + \cdots + a_1 s + a_0}. \quad (15) $$

The transfer function of FOPID can be expressed as

$$ G_{FOPID}(s) = \left( K_p + \frac{K_i}{s} + K_d s^\delta \right) C(s). \quad (16) $$

The differential equation of FOPID can be expressed as

$$ u_{FOPID}(t) = K_p c(t) + K_I D_t^{\lambda} c(t) + K_d D_t^{\mu} c(t), \quad (17) $$

where $u(t)$ is the controller output, $c(t)$ is the controller input, $\lambda$ and $\mu$ are any real numbers greater than zero, and $K_p$, $K_i$, and $K_d$ are the proportional gain, integral coefficient, and differential coefficient of the controller, respectively.

Reasonable selection of control parameters can obtain better dynamic performance and improve the control effect of the system. The schematic diagram of the FOPID controller can be expressed as in Figure 3.

3.2. Design of an FOPID-ADRC Composite Controller. ADRC consists of a tracking differentiator (TD), extended state observer (ESO), and nonlinear state error feedback controller (NLSEF) [28]. The transition process $v_1$ and the differential signals of each order of $v_1$ of system input $v$ can be obtained by using a tracking differentiator. According to the input and output data, the extended state observer can obtain the estimated values of the system state variables $z_1$, ..., $z_n$, and the total disturbance of the system $z_{n+1}$. The nonlinear error feedback calculates the control signal $u_0$ according to the state error $e_1$, ..., $e_n$ of the system [28]. $b_2$ is the controller gain, and $\omega$ is the external disturbance. ESO is the core module of ADRC, which is used to estimate and compensate the total disturbance in real time. The structural block diagram of ADRC is shown in Figure 4.

In the second-order FOPID-ADRC system, TD can be expressed as [28]

$$ \begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -r \text{sign}(x_1 - v(t) + \frac{x_2|x_2|}{2r}),
\end{align*} \quad (18) $$

where $r$ is the parameter to adjust the tracking speed. The larger the value of $r$, the faster the tracking speed. sign is a symbolic function. Since $x_1 = x_2$, $x_2$ can be approximately estimated as the derivative of the input signal. In the second-order FOPID-ADRC, ESO as the core of the controller will expand the disturbance of the output of the controlled object into new variables $z_2$. The internal disturbance and external disturbance of the system are regarded as the total disturbance of the system, and a special feedback system is used to build the state that can be expanded, and then, the state of the system and all the disturbances are estimated in real time to give some compensation to the system. For a general second-order system, ESO can be expressed as [28]

$$ \begin{align*}
e &= z_1 - y_1, \\
\dot{z}_1 &= z_2 - \beta_1 g_1(e), \\
\dot{z}_2 &= z_3 - \beta_2 g_2(e), \\
\dot{z}_3 &= -\beta_3 g_3(e),
\end{align*} \quad (19) $$

where $z_1$, $z_2$, and $z_3$ are the observed values of $x_1$, $x_2$, and $x_3$, respectively, $x_3$ is the total disturbance of the system; and $\beta_1$, $\beta_2$, and $\beta_3$ are the gain of ESO, which can influence the strength of the observed signal. When the value is selected appropriately, the state of the system can be accurately estimated. $g_1$, $g_2$, and $g_3$ are the nonlinear functions which can be expressed as [29].
where $\alpha$ and $\delta$ are adjustable parameters. If $\alpha = 1$, the value of the nonlinear function is $e$. We can get the traditional Luenberger observer, also known as the linear observer, which is a special case of the nonlinear extended state observer [30]. There is coupling between $\alpha$ and $\delta$. If the value of $\delta$ is too large, the error range will become larger, and if the value of $\delta$ is too small, the output value of the error function will be too large. If the value of $\alpha$ is too small, it may lead to a high-frequency tremor of the control quantity. If the value of $\alpha$ is too large, it cannot play the advantages of fast error attenuation and strong disturbance rejection. Therefore, the values of $\alpha$ and $\delta$ are generally fixed, and the value of $\alpha$ is 0.25 or 0.5, and the value of $\delta$ is 0.1.

The output of ESO is $z_1, z_2,$ and $z_3$. Thus, the control law can be expressed as

$$u = \frac{-z_3 + u_0}{b_0}$$

where $b_0$ is the estimated value of $b$, $u_0$ is the virtual control law.

In this paper, the FOPID controller is introduced into the ADRC controller as a linear state error feedback controller. Therefore, the virtual control law $u_0$ can be expressed as [31]

$$u_0 = K_p(e_1 - z_1) + \frac{K_i}{s}(e_2 - z_2) + K_ds^\mu(e_2 - z_2).$$

### 4. Parameter Tuning Method of Improved QPSO-Based FOPID-ADRC

The commonly used setting method in ADRC is the empirical method proposed in the paper [32]. However, when there are too many control parameters, the empirical method often cannot obtain ideal dynamic performance. The QPSO algorithm is an optimization algorithm based on group intelligence theory. The basic principle of the algorithm is to establish a search mechanism by simulating the movement of a particle in a potential field toward the lowest point of potential energy in quantum mechanics [33]. Due to the superior performance of the quantum particle swarm algorithm, it can be used to solve for controller parameters.

#### 4.1. Improved QPSO Algorithm

For the one-dimensional optimization problem, the position equation of particle $i$ is obtained by the Monte Carlo stochastic simulation method:
\[ X_i(t + 1) = p_i(t) \pm \frac{L_i(t)}{2} \ln \left( \frac{1}{\lambda} \right), \]
\[ L_i(t + 1) = 2\gamma(t)|C(t) - X_i(t)|, \]
\[ C(t) = \sum_{i=1}^{M} \frac{P_{Bi}^T}{M}, \]
where \( L(t) \) is the characteristic length of the potential well, \( C(t) \) is the average optimal position of particles, \( M \) is the total number of particles, \( \gamma \) is the contraction-expansion coefficient which decides the rate of convergence of the algorithm, and \( \gamma \) is defined as
\[ \gamma(t) = 1 - 0.5 \times \frac{t}{T}, \quad (24) \]
where \( t \) is the number of the current iteration and \( T \) is the number of total iterations.
\[ p_i(t) = \phi P_{Bi}(t) + (1 - \phi) P_g(t), \]
\[ \phi = \frac{c_1 \text{rand}_1}{c_1 \text{rand}_1 + c_2 \text{rand}_2}, \quad (25) \]
where \( c_1 \) and \( c_2 \) are the learning factors. \( c_1 \) is used to adjust the step length of the particle to fly to its best position, reflecting the individuality of the particle. \( c_2 \) is used to adjust the step length of particles flying to the best position in the whole world, which reflects the sociality of particles. \( P_{Bi}(t) \) is the optimal position of the particle at the \( t \)th iteration, representing the global optimal position of the particle at the \( t \)th iteration. \( \text{rand} \) is a random number between 0 and 1 [33].

As can be seen from equation (24), the contraction-expansion coefficient in the traditional QPSO algorithm has a linear relationship with the change of the number of iterations, which can meet the demand of global fast search at the initial stage of the search. However, when the particle is near the optimal value in the later searching period, the change rate of the contraction-expansion coefficient is constant, which makes the particle unable to slow down the updating speed to carry out detailed searching. With the increase of the running time of the algorithm, the search particle may exceed the optimal value, resulting in the failure to achieve a good search effect.

Aiming at the problem that the traditional QPSO algorithm cannot search carefully in the late iteration, the work in [34] proposes to improve the relationship between the scaling coefficient and the number of iterations. The specific form of the improvement is shown as
\[ \gamma(t) = 1 - \frac{\cos \left( 1 - \frac{(t/T)}{2} \right)}{2}, \quad (26) \]
Compared with equation (24), in the improved QPSO algorithm, the contraction-expansion coefficient has a nonlinear relationship with the current iteration number of the algorithm. As the number of iterations increases, the change rate of \( \beta \) will obviously decrease. This change effectively avoids the situation that the evolution speed of particles exceeds the optimal value too fast and then enables particles to search carefully around the optimal value to find the optimal value. The update of particle position can be expressed as
\[ X_i(t + 1) = p_i(t) \pm \beta(t)|C(t) - X_i(t)|\ln \left( \frac{1}{\mu} \right). \quad (27) \]

The particle position in the improved QPSO will be adjusted continuously according to equation (27) until the termination condition is met or the global optimal solution is found [33].

4.2. Application of QPSO. The FOPID-ADRC has 11 parameters \( \{r, h, K_p, K_i, K_d, \lambda, \mu, \beta_0, \beta_1, \beta_2, \beta_3\} \) that need to be tuned, which all affect the dynamic performance of the controller. \( K_p \) is used to adjust the rapidity, \( K_i \) is used to coordinate the stability of the system, and \( K_d \) is used as the overshoot setting. \( \lambda \) can improve the dynamic performance of the system while giving consideration to both the steady-state and dynamic performance of the system. \( \mu \) can increase the damping of the system [5]. \( b_0 \) is a special controller parameter of ADRC. Different values of \( b_0 \) are equivalent to the total disturbance value changing in different ranges, and the compensation component will also change accordingly [25]. \( \beta_1, \beta_2, \) and \( \beta_3 \) are the gain of the ESO, and the values of these three will affect the observation effect of the extended state observer. \( r \) is the speed factor in the TD, which determines the tracking speed of the signal. If the value of \( r \) is appropriate, the system can reach the stable value quickly and without oscillation. \( h \) is the integral step in the TD. Adjusting the value of \( h \) can make the controller track the input signal without overshoot. The tracking differentiator works well when \( r = 1 \) and \( h = 0.1 \).

To sum up, the parameters that need to be set in FOPID-ADRC are \( \{K_p, K_i, K_d, \lambda, \mu, b_0, \beta_1, \beta_2, \beta_3\} \). To avoid instability in the control system, the size of the 9 parameters needs to be coordinated as accurately as possible. The QPSO algorithm is utilized to tune those parameters. In order to obtain satisfactory control performance of the system, the rapidity, stability, and accuracy of the system are considered comprehensively. The overshoot \( \sigma \), system error \( e(t) \), and control quantity \( u \) are integrated into the performance index in different forms. The fitness function selected in this paper is
\[ J = \int_0^{\infty} \left( K_1 e^2(t) + K_2 u^2(t) \right) dt + K_3 \sigma, \quad (28) \]
where \( K_1, K_2, \) and \( K_3 \) are the weight coefficients, selected according to experience, \( K_1 = K_2 = 1 \) and \( K_3 = 10 \).

The optimization steps of the QPSO algorithm are shown as follows:

Step 1: the initial parameters of the algorithm are set, and the position and speed of the individual are initialized.
Step 2: the SIMULINK file is called, and the parameters to be adjusted in the algorithm program are passed to the FOPID-ADRC controller in turn. Then, the control system model is run. The fitness value is output and passed to the QPSO algorithm program.

Step 3: the initial optimal individual particle and the initial global optimal particle are determined by ordering the initial fitness value extremum.

Step 4: the particle update operation is performed, and then, the part of Step 2 is invoked to calculate the fitness value to update the optimal particle.

Step 5: finally, according to whether the fitness value meets the condition or whether the maximum number of iterations is reached, if the condition is satisfied, we quit the algorithm, and the optimal solution set is obtained. If not, we proceed to Step 4.

The QPSO algorithm is used for parameter tuning, and its control structure is shown in Figure 5.

5. Simulation Analysis

A vacuum induction furnace is taken as the experimental object. When the input frequency of the induction furnace was set as 18863 Hz, the change of its temperature is recorded every 30 seconds. The collected data were used for system identification in MATLAB, and the second-order system is shown in equation (29). The fitting result is shown in Figure 6.

\[
G_{\text{plant}}(s) = \frac{0.16}{s^2 + 0.06s + 0.02}.
\]  

Figure 7 shows the individual optimal iteration diagrams of FOPID-ADRC, compared with QPSO and improved QPSO parameter optimization in the case that the input is step response. The minimum value found by using the QPSO algorithm is about 18, while the minimum value found by the improved QPSO algorithm is about 10. Therefore, it can be seen that the improved QPSO algorithm has better optimization ability.
Equation (29) is taken as the controlled system. When the input of the system is the step response, the simulation results and dynamic performance data are shown in Figure 8. It can be seen that FOPID has small overshoot in the rising phase and the longest settling time. FOPID-ADRC has shorter stabilization time with no overshoot. When there is an external interference, FOPID-ADRC can maintain the stability of the system without the influence of the external interference.

The reference signal in Figure 9 shows the temperature rise to 100°C in the vacuum induction furnace and a disturbance of size 5 whose simulation of power disturbance in the induction furnace is added at 150 s. It can be seen that when FOPID is used for control, the overshoot is the largest and the stability time is the longest. However, the overshoot of FOPID-ADRC is the lowest, and the stability time is shorter.

To verify the antidisturbance performance of the designed controller, Figure 10 shows the control effect of the three controllers when the reference temperature jumps at 50 s and 100 s, respectively, using Gaussian white noise-simulated external disturbances and uncertainty of the model. It can be seen that the dynamic performance of FOPID-ADRC has the best antidisturbance performance compared to the other two controllers.

6. Conclusions

In this paper, the control principles of ADRC and FOPID are studied, and a composite control strategy is proposed and a FOPID-ADRC controller is designed for the unknown interference problem in the induction heating process. The simulation studies of ADRC, FOPID, and FOPID-ADRC under different operating conditions show that ADRC has
higher antiturbulence capability compared with FOPID. FOPID-ADRC combines the advantages of both strategies to improve the control accuracy of the system while ensuring the anti-interference capability of the induction heating temperature control system.

For the problem of parameter tuning, an improved QPSO algorithm is used to optimize several parameters in the controller. The improved QPSO has better global search capability and local optimal fitness value compared to QPSO and also improves the efficiency of parameter tuning of the composite controller.

Moreover, the composite controller combining fractional PID and active disturbance rejection control is more complex than the PID controller adopted by conventional temperature control systems, and given the uncertainty in actual industrial production processes, further studies on the application of this controller in actual systems can be followed.
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