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In recent years, with the continuous development of artificial intelligence and brain-computer interface technology, emotion
recognition based on physiological signals, especially, electroencephalogram (EEG) signals, has become a popular research topic
and attracted wide attention. However, how to extract effective features from EEG signals and accurately recognize them by
classifiers have also become an increasingly important task. -erefore, in this paper, we propose an emotion recognition method
of EEG signals based on the ensemble learning method, AdaBoost. First, we consider the time domain, time-frequency domain,
and nonlinear features related to emotion, extract them from the preprocessed EEG signals, and fuse the features into an ei-
genvector matrix. -en, the linear discriminant analysis feature selection method is used to reduce the dimensionality of the
features. Next, we use the optimized feature sets and train a classifier based on the ensemble learningmethod, AdaBoost, for binary
classification. Finally, the proposed method has been tested in the DEAP data set on four emotional dimensions: valence, arousal,
dominance, and liking. -e proposed method is proved to be effective in emotion recognition, and the best average accuracy rate
can reach up to 88.70% on the dominance dimension. Compared with other existing methods, the performance of the proposed
method is significantly improved.

1. Introduction

Emotion plays an important role in people’s social activities.
It is the carrier of nonverbal communication between people
and makes our daily life vivid. However, due to the accel-
eration of social development and pace of people’s lives,
many people tend to feel stressed and anxious. If this
condition continues this way, it may lead to various health
issues or depression, even influence people’s daily life and
self-development. -erefore, emotion recognition gradually
becomes a hot and realistic research topic which has received
extensive attention from researchers [1, 2].

Nowadays, emotion recognition is applied to many fields
such as image [3], text [4, 5], speech [6], facial expressions
[7], and gestures [8, 9]. However, these fields, to some extent,
are not reliable enough because emotion can be easily af-
fected by others. Just as Picard [10] said, if someone has the
ability to disguise his or her emotion, the estimation may
have a high error rate. As opposed to this, some researchers

focus on the physiological signals [11] for emotion classi-
fication, considering that the physiological signals are not
easy to forge and are expressed from the inside out.
Meanwhile, with the continuous development of artificial
intelligence and brain-computer interface technology
[12, 13], emotion recognition based on physiological signals,
especially on electroencephalogram (EEG) signals, has
gradually become the mainstream of emotion recognition
[14, 15].

-e idea of emotion recognition research based on EEG
signals can be summarized as data preprocessing, feature
extraction, classification, and evaluation of the model’s
performance [15]. Among them, extracting emotion-related
features from EEG signals and training the classifier with
strong generalization ability is the main factor affecting the
model performance.

Based on feature extraction and classification with
machine learning, many research methods were proposed
and promoted the progress of emotion recognition of EEG
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signals. For example, Itsara Wichakam and Peerapon
Vateekul [16] extracted bandpower and power spectral
density (PSD) from EEG signals and used support vector
machine (SVM) classifier for binary classification. -e best
accuracy rate of valence was 64.90%, arousal was 64.90%,
and liking was 66.80%. Yoon and Chung [17] proposed a
supervised learning algorithm based on the Bayesian
weighted logarithmic posterior function and perceptron
convergence algorithm, which achieved accuracies of 70.9%
in valence and 70.1% in arousal. Bagzir et al. [18] used EEG
signals and established a model based on a valence/arousal
emotion recognition system. Discrete wavelet transform was
used to change the EEG signals, which were decomposed
into gamma, beta, alpha, and theta bands, to extract the
frequency spectrum characteristics of each frequency band,
and a support vector machine (SVM), k-nearest-neighbour
(KNN), and an artificial neural network (ANN) were used
for emotion recognition. -e best accuracy rates on valence
and arousal were 91.1% and 91.3%, respectively. You and Liu
[19] used the DEAP data set.-e first EEG data of 20 subjects
were randomly selected to better deal with EEG signals. Only
60 seconds after the use of F3 and F4 channel data, they were
divided into 5 seconds (overlapping every 2.5 seconds) for
every segment. For each piece of data, some time domain
features such as mean value, variance, and a second-order
differential mean value were extracted. -en, KNN, SVM, a
multilayer neural network (MLN), and an autoencoder
neural network (AEN) were used for classification. Exper-
imental results show that AEN had the highest classification
accuracy, which reached more than 80%, while the classi-
fication accuracy of other classifiers was only approximately
60%. Alhagry et al. [20] proposed a deep learning method to
identify emotions from raw EEG signals using long-short-
term memory (LSTM) neural networks to learn features
from EEG signals and then categorized these features into
low/high arousal, valence, and liking.-emethod was tested
on the DEAP data set. -e average accuracy of the method
was 85.45%, 85.65%, and 87.99% on arousal, valence, and
liking, respectively. Xing et al. [21] established a stacked
autoencoder (SAE) to decompose EEG signals and classified
them by the LSTM model. -e observed accuracy rate of
valence was 81.1% and that of arousal was 74.38%. Zhan et al.
[22] extracted PSD of four frequency bands from EEG and
designed a shallow depthwise parallel convolutional neural
network (CNN). -is method achieved the competitive
accuracy of 84.07% and 82.95% on arousal and valence,
respectively, in the DEAP data set. Meanwhile, the method
shows extensive application prospects for EEG-based
emotion recognition on resource-limited devices. Parui et al.
[23] extracted multiple features from EEG signals, and use
the information gain of correlation matrix to calculate the
feature sets, which are optimized by recursive feature
elimination methods. -en, an XGBoost classifier was
trained for classification. With testing in the DEAP data set,
the best accuracy of four emotional dimensions were
75.97%, 74.20%, 75.23%, and 76.42%, respectively. With
testing in the DEAP data set, the four emotional dimensions
with the best accuracy were 75.97%, 74.20%, 75.23%, and
76.42%. Aggarwal et al. [24] employed two gradient boosting

machines (GBMs) based on supervised learning, XGBoost,
and LightGBM, for emotion classification on of the DEAP
data set. -e number of participants was excluded from the
features, and an independent model of participants was
constructed. -e performance was the best in the valence
dimension, with an average accuracy rate of 77.11%, and the
training speed was very fast.

In summary, in recent years, in addition to traditional
machine learning and deep learning methods, the classifi-
cation method based on ensemble learning [25, 26] has
gradually attracted the attention of many researchers and
achieved good results in the emotion recognition of EEG
signals. However, some problems still exist in this kind of
method, such as features extracted from EEG signals which
are not so typical and can reflect emotional information well,
and the performance of models need to be improved.

-erefore, in this paper, we propose an emotion rec-
ognition method of EEG signals based on the ensemble
learning method, AdaBoost. First, we consider the time
domain, time-frequency domain, and nonlinear features
related to emotion, extract them from the preprocessed EEG
signals, and fuse the features into an eigenvector matrix.
-en, the linear discriminant analysis feature selection
method is used to reduce the dimension of the features.
Next, we use the optimized feature sets and train a classifier
based on the ensemble learning method, AdaBoost, for
binary classification. Finally, the proposed method has been
tested in the DEAP data set on four emotional dimensions:
valence, arousal, dominance, and liking. -e proposed
method is proved to be effective in emotion recognition, and
the best average accuracy rate can reach up to 88.70% on the
dominance dimension. Compared with other existing
methods, the performance of the proposed method is sig-
nificantly improved.

2. Methodology

-e technical route of the proposed method in this paper is
shown in Figure 1. More details of each step of the route are
as follows.

2.1. DEAP Data Set: Emotion Recognition Standard Data Set.
In this paper, the DEAP data set (Python Version) [27], a
standard data set for multimodal emotion recognition, is used
for emotion recognition. -e data set collected physiological
signals and corresponding emotional data from 32 volunteers.
Each volunteer watched 40 music videos containing different
emotions and recorded their physiological signals to the data
file S01–S32.dat. When recording physiological signals, there
is a total of 40 conductors (the first 32 conducting EEG signals
and the last 8 conducting peripheral physiological signals, as
shown in Table 1, and the acquisition electrode corresponding
to the 32 conducting EEG signals, as shown in Figure 2). -e
sampling frequency is 512Hz, but it is reduced to 128Hz after
a series of filtering operations.

Each data file contains the following two matrices:

(1) Data matrix (40∗ 40∗ 8064): the first 40 represents the
total number of videos, the second 40 represents the
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total number of channels of the collected signals, and
8064 is 63 seconds of any 1 video 1 channel (63∗128)
on the experimental data, which contains 3 seconds
baseline data obtained before the experiment and 60
seconds of data recorded in the process of the
experiment

(2) Labels matrix (40∗ 4): these four columns represent
four affective dimensions: valence, arousal, domi-
nance, and liking scores ranging from 1 to 9

-e object of the proposed method is EEG signals, so we
choose all the.dat files’ and the former 32 channels’ 4∼63
seconds of data (other scopes of data are beyond the scope of
this study) and put them in the file data labels and four
emotional dimension matrices, respectively. All data are read,
initialized, and stored in features_raw.csv and labels 0–3.dat
files, respectively. Inspired by reference [28], if the label
scoring value≥ 5.0, we store label “1,” which represents this
kind of emotion is positive; otherwise, we store label “0,”
which represents this kind of emotion is negative (the dis-
tribution of positive and negative cases on the four emotional
dimensions is shown in Table 2) to prepare for subsequent
feature extraction, feature selection, and binary classification.

2.2. Feature Extraction. Feature represents the properties or
characteristics of the signal. By feature extraction, a set of

features that contains relevant information as much as
possible is extracted from the raw data, which is significant
for improving the performance of the model [4, 29].

EEG signals contain abundant hidden emotional char-
acteristic information. How to extract the characteristic
information related to emotion is the key to this part. Re-
search studies indicated that EEG signal characteristics
mainly include the time domain, frequency domain, time-
frequency domain, and nonlinear dynamic features, espe-
cially the latter two, and the correlation with emotion is
stronger [30]. -erefore, to better capture the detailed in-
formation in EEG signals, the time domain, time-frequency
domain, and nonlinear dynamic features are extracted.

2.2.1. Time Domain Features. EEG signal is a kind of chaotic
time series. -erefore, time domain features are the most
direct reflection of EEG signals [31]. Suppose that x(t) is the
preprocessed EEG signal lasting 60 seconds. In this paper,
eight typical time domain features are selected as follows:

① Mean:

Mean(x) �
1
n

􏽘

n

t�1
x(t). (1)

② Std:

Std(x) �
1
n

􏽘

n

t�1
(x(t) − Mean(x)). (2)

③ Range:

Range(x) � max(x) − min(x). (3)

④ Skewness:

Skewness(x) � Mean (x − Mean(x))
3

􏼐 􏼑. (4)

⑤ Kurtosis:

Kurtosis(x) �
Mean (x − Mean(x))

4
􏼐 􏼑

(Std(x))
4 . (5)

⑥ Hjorth parameter-activity:

Activity(x) � (Std(x))
2
. (6)

⑦ Hjorth parameter-mobility:

Mobility(x) �

������������

(Std(dx/dt))
2

(Std(x))
2

􏽳

. (7)

⑧ Hjorth parameter-complexity:

DEAP data set

Preprocessing

Feature extraction

Feature selection

Binary classification

Training set (80%) Testing set (20%)

Training 10-fold cross 
validation

Results

Figure 1:-e technical route of the proposedmethod in this paper.

Mathematical Problems in Engineering 3



Complexity(x) �

��������������
Mobility(dx/dt)

Mobility(x)

􏽳

. (8)

Skewness is the standard third-order central moment of
the sample, which focuses more on describing the symmetry
of the overall value distribution. Kurtosis is the standard
fourth-order center moment of a sample, which places more
emphasis on describing the degree of steepness of all value
distribution patterns of the whole population. -e combi-
nation of the two can better describe the data distribution
pattern. -e Hjorth parameter [32] provides a method for
rapidly computing three important characteristics of a signal
in the time domain: activity, mobility, and complexity,
which are widely used in the field of physiological signal
processing.

2.2.2. Time-Frequency Domain Features. In addition to time
domain features, time-frequency domain features are also
an important kind of EEG signals’ features. Studies have
found that because the wavelet packet decomposition
method has effective multiresolution ability when it ana-
lyzes nonstationary signals, overcoming the wavelet
transform at each level of signal decomposition can only

obtain the low-frequency subband decomposition without
information of high-frequency subband high-resolution
from the same problem. Moreover, wavelet transform’s
generating function db4 has good smooth characteristics
and can better detect the transformation of EEG signals.
-erefore, we adopt the wavelet packet decomposition
method based on the db4 generating function of 4 layers.
Specific implementation details are as follows: the EEG
signals are decomposed into 4-order detailed signals
D4–D1 and first-order approximation signal A4.-e values
in the signal are the wavelet coefficients of each order
signal, representing the frequency bands -eta (4–8Hz),
Alpha (8–16Hz), Beta (16–32Hz), and Gamma (32–64Hz).
Take channel Fp1 of Subject 9 as an example. -e original
signal and four spectrum decomposed signals are shown in
Figure 3. -en, wavelet energy and wavelet entropy are
extracted from the wavelet coefficients of each frequency
band [33].

① Wavelet energy:

ENG(x) � 􏽘
n

t�1
(x(t))

2
. (9)

② Wavelet entropy:

ENT(x) � − 􏽘
n

t�1
(x(t))

2log (x(t))
2

􏼐 􏼑. (10)

2.2.3. Nonlinear Dynamic Features. -e human brain is a
typical nonlinear dynamic system, so the nonlinear dynamic
features of brain electrical signals reflect emotion infor-
mation, which is also significant for feature extraction [34].
In this paper, we adopt the nonoverlap of the Hamming
window short-time Fourier transform and calculate the
traditional power spectrum density (PSD) and the charac-
teristics of the differential entropy (DE) [35] on the 60-
seconds data in each channel. It should be noted that the

Table 1: -e DEAP data set signal category and corresponding signal acquisition channel.

Signal category Signal acquisition channel

EEG signals Fp1, AF3, F3, F7, FC5, FC1, C3, T7, CP5, CP1, P3, P7, PO3, O1, Oz, Pz, Fp2, AF4, Fz, F4, F8, FC6, FC2, Cz, C4,
T8, CP6, CP2, P4, P8, PO4, and O2

EOG signals Horizontal ophthalmic signal and vertical ophthalmic signal
EMG signals Zygomatic major signal and trapezius signal
Skin electrical signals Galvanic skin response
Respiratory band signals Respiratory band
Body surface scanning
signals Volume scanning

Fp1 Fp2

AF3 AF4

F7
F3 F4

F8
Fz

FC5 FC6FC2FC1

T7 T8Cz C4C3

CP5 CP1 CP2 CP6

P7

PO4PO3

O2O1 Oz

P8
P4PzP3

Figure 2: Name and corresponding location of the 32-conductor
EEG signal electrodes in the brain region.

Table 2: Distribution of positive and negative cases on the four
emotional dimensions.

True labels Valence Arousal Dominance Liking
Positive (1) 724 754 795 857
Negative (0) 556 526 485 423
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differential entropy is a characteristic of a relatively con-
tinuous random variable, and the calculation formula can be
expressed as

DE(x) � − 􏽚

x

f(x)log(f(x))dx

� − 􏽚

+∞

−∞

1
����
2πσ2

􏽰 e
−

(x − μ)2

2σ2 log
1

����
2πσ2

􏽰 e
−

(x − μ)2

2σ2⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠dx

�
1
2
log 2πeσ2􏼐 􏼑,

(11)

where x is the random variable of Gaussian distributionN (μ,
σ2) and f (x) is the probability density function of x. Research
studies found that, for a fixed-length EEG signal sequence in
a certain frequency band, the difference entropy is equal to
the logarithm of the power spectral density [36, 37].

2.2.4. Construct Eigenvectors and Eigenmatrices. In the
above steps, 18 eigenvalues are extracted for each channel in

each video data of each subject. In this way, each video file of
each subject contained 32∗18� 576 eigenvalues, which are
split into a (32∗ 40)∗ 576�1280∗ 576 eigenvalue matrix
and stored in the train.csv file.

2.3. Feature Selection. After feature extraction, in order to
reduce the feature dimension and further improve the
correlation between extracted features and emotion, linear
discriminant analysis (LDA) is used to select features based
on feature extraction. LDA is a dimensionality reduction
technique based on supervised learning, that is, each sample
of the data set has a label about its class.-e idea is to project
the data on the lower dimensions; the projection point of
each class of data is expected to be as small as possible after
projection, and the distance between class centers of data of
different classes is as large as possible [38]. Based on the
binary classification task of EEG signals researched in the
proposed method, the schematic diagram of the LDA al-
gorithm for binary classification is shown in Figure 4, and
the specific implementation is as follows.

-e process of the LDA algorithm [39] is described as
follows.

Original signal: subject 9, trial 1, channel 1 (fp1)
5.0
2.5
0.0

–2.5
–5.0

0 1000 2000 3000 4000 5000 6000 7000

5.0
2.5
0.0

–2.5
–5.0

Detailed component - theta

0 50 100 150 200 250
Detailed component - alpha

10

0

–10

0 100 200 300 400

5
0

–5
–10

0 200 400 600 800

Detailed component - beta

Detailed component - gamma
2
1
0

–1
–2
–3

0 250 500 750 1000 1250 1500 1750

Figure 3: -e channel Fp1 of subject 9, original signal, and decomposed signal (-eta, Alpha, Beta, and Gamma).
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Assume data set is D� {(x1, y1), (x2, y2), ..., (xm, ym)},
sample xi is an n-dimensional vector, yi∈{0, 1}, Nj is the
number of samples, Xj is the collection of samples, μj is the
mean vector of jth sample, Σj is the covariance matrix of jth
sample (strict lack of covariance matrix of the numerator),
and j� 0 and 1. -us,

μj �
1

Nj

􏽘
x∈Xj

x(j � 0, 1), (12)

􏽘
j

� 􏽘
x∈Xj

x − μj􏼐 􏼑 x − μj􏼐 􏼑
T
(j � 0, 1). (13)

In the binary classification task, we only need to project
the data onto a line. Assume that the projection line is vector
w. -en, for any sample xi, its projection on the line is wTxi,
and the projections on vector w of two classes’ central points
μ0 and μ1 are wTμ0 and wTμ1, respectively. Combined with
the principle of LDA “data within a class should be as close as
possible and data between classes should be as far as pos-
sible,” we define the following.

Within-class divergence matrix:

Sw � 􏽘
0

+ 􏽘
1

� 􏽘
x ∈ X0

x − μ0( 􏼁 x − μ0( 􏼁
T

+ 􏽘
x ∈ X1

x − μ1( 􏼁 x − μ1( 􏼁
T
.

(14)

Between-class divergence matrix:

Sb � μ0 − μ1( 􏼁 μ0 − μ1( 􏼁
T
. (15)

Optimization goal:

argmax J(w) �
w

T
Sbw

w
T
Sww

. (16)

Note that the direction of Sbwis always parallel to
(μ0–μ1), so set

Sbw � λw μ0 − μ1( 􏼁. (17)

Substitute it into the eigenvalue formula:

Sbw � μ0 − μ1( 􏼁 μ0 − μ1( 􏼁
T
w � μ0 − μ1( 􏼁λw. (18)

Solve it:

w � S
−1
w μ0 − μ1( 􏼁. (19)

In summary, the original sample set is projected into a 1-
dimensional space generated by a vector based on w, and the
feature set after projection is the feature set after dimension
reduction.

2.4. Binary Classification. On the basis of Sections 2.1–2.3,
the obtained feature set can be sent to the classifier for
training and testing and the performance of the model is
evaluated.

2.4.1. Randomly and Independently Divide into a Training
and Testing Set of the Feature Set. In the training and testing
of classifiers, it is very important to ensure the random
independent partition of the training and testing sets. In this
paper, the feature set data is divided randomly and inde-
pendently at a ratio of 4 :1 (80% training set and 20% test set)
to ensure that the classifier is fed previously into unknown
samples during testing and then the accuracy of the results is
ensured.

2.4.2. Training AdaBoost Classifier. After the feature set is
randomly and independently divided into a training set and
testing set, the training set data are sent to the AdaBoost
classifier [40, 41] for training.

AdaBoost is an adaptive enhancement algorithm in the
field of ensemble learning and has been effectively applied in
binary classification. -e basic principle is iteration. A new
weak classifier is added in each iteration, and only this weak
classifier is trained in each iteration until a predetermined
small-enough error rate is reached. Each training sample is
assigned a weight, indicating its probability of being selected
for the training set by a certain classifier. If a sample point
has been accurately classified, its probability of being se-
lected will be decreased in constructing the next training set.
Conversely, if a sample point is not accurately classified, its
weight will be increased. In this way, AdaBoost can better
focus on the misclassified samples, improve the general-
ization ability of the classifier, and avoid overfitting easily.

-e working principle diagram of AdaBoost is shown in
Figure 5, and its mathematical description is as follows.

(1) Initialize the weight distribution of the training data:

D1 � w11, w12, ..., w1i, ..., w1N( 􏼁, w1i �
1
N

, i � 1, 2, ..., N,

(20)

–

–

+

+

–

–
–

–

–
–

+
+

+
+

+

+

Figure 4: -e schematic diagram of linear discriminant analysis
(LDA) algorithm.
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where D1 represents the weight of each sample at
the first iteration, w11 represents the weight of
the first sample at the first iteration, and N
represents the total number of samples;

(2) Perform the m-round iteration:

①Use the training sample with the distribution
Dm (m� 1, 2, ..., n) for learning and obtain the
weak classifier: Gm (x): x->{− 1, 1}. -e per-
formance index of the weak classifier can be
measured by the value of the following error
function:

εm � 􏽘
N

n�1
wmnI ym xn( 􏼁≠ tn( 􏼁. (21)

② Calculating the power αm (also called
“weight”) of weak classifier Gm to indicate how
important Gm is in the final classification:

αm �
1
2
log

1 − εm

εm

. (22)

With the decrease of εm, αm increases gradually.
-at is, the classifier with a small error is of great
importance in the final classifier.
③ Update the weight distribution of the training
sample for the next iteration: the weight of the
misclassified sample increases, while the weight
of the correctly classified sample decreases:

Dm+1 � wm+1,1, wm+1,2, ..., wm+1,i, ..., wm+1,N􏼐 􏼑,

(23)

wm+1,i �
wmi

Zm

e
−αmyiGm xi( ), i � 1, 2, ..., N, (24)

Zm � 􏽘
N

i�1
wmie

−αmyiGm xi( ), (25)

where Dm+1 is the sample weight used in the next
iteration, wm+1,1 is the weight of the ith sample in the
next iteration, yi is the corresponding class (1/−1) of
the ith sample xi, and Gm (xi) is the classification

result of the weak classifier on the ith sample xi (1/
−1). If the classification is correct, the value of
yiGm (xi) is 1; otherwise, it is −1.

(3) Combine the weak classifiers to obtain a strong
classifier:
① Weighted sum of all iterated classifiers:

f(x) � 􏽘
M

m�1
αmGm(x). (26)

② Apply the sign function to the sum and obtain the
final strong classifier G (x):

G(x) � sign(f(x)) � sign 􏽘
M

m�1
αmGm(x)⎛⎝ ⎞⎠. (27)

After the implementation and parameter adjustment of
the classifier, we set the number of iterations of the weak
learner as 100 and learning rate as 0.05, which can achieve
the best performance.

2.4.3. Testing AdaBoost Classifier and Evaluation. After
training the AdaBoost classifier, the data of the test set are sent
to the trained classifier in Section 2.4.2, and based on 10-fold
cross-validation [42], binary classification tests are performed
on four emotional dimensions of valence, arousal, dominance,
and liking, and comparison experiments are performed using
random forest and XGBoost classifiers. For the main experi-
ment and comparison experiment, the following five perfor-
mance indicators are investigated: accuracy, precision, recall,
F1-score, area under curve (AUC), and confusion matrix.
Meanwhile, we draw the figures of results in order to evaluate
the performance of the model from multiple angles.

Confusion matrix: under the classification task, there are
many different combinations of predicted results and real
results, and the corresponding matrix of these combination
results is the confusion matrix. In the binary classification
task, there are 2∗ 2� 4 different combinations of the above
results, which are denoted as TP, FP, FN, and TN. -us, the
confusion matrix, as shown in Table 3, can be obtained.

True positive (TP): the prediction is positive, and the
result is positive

Data set Weak classifier 1

Weak classifier 2

Weak classifier 3

α1

α2

α3

α2 Sign Strong 
classifier∑

.

.

.
.
.
.

.

.

.

W1

W2

W3

W4

Figure 5: -e working principle diagram of AdaBoost.
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False positive (FP): the prediction is positive, but the
result is negative
False negative (FN): the prediction is negative, but the
result is positive
True negative (TN): the prediction is negative, and the
result is negative

Performance indicators:

(1) Accuracy:

Accuracy �
TP + TN

TP + TN + FP + FN
. (28)

(2) Precision:

Precision �
TP

TP + FP
. (29)

(3) Recall:

Recall �
TP

TP + FN
. (30)

(4) F1-score:

F1-score �
2

(1/Precision) +(1/Recall)

�
2∗ Precision∗Recall
Precision + Recall

.

(31)

(5) AUC: the area under the receiver operating char-
acteristic curve.

-e higher these indicators are, the better the perfor-
mance of the model is.

3. Results

-e experimental process is shown in Section 2. In order to
enhance the reliability of the results and to better evaluate
the performance of the proposed method in this paper,
random forest and XGBoost classifiers were also trained
besides the classifier, AdaBoost, as the comparison experi-
ments of the above experiments.

-e final results are shown in Table 4 and Figures 6–11.
From the results, we can find that the performance of the
proposed method in this paper has been improved on all
four emotional dimensions of valence, arousal, dominance,
and liking. On dimension valence and arousal, the degree of
improvement is most obvious. On dimension dominance,

Table 3: Confusion matrix.

True labels
Predicted labels

Negative (0) Positive (1)
Negative (0) TN FP
Positive (1) FN TP

Table 4: -e main experiment and comparison experiment results:
confusion matrix (presented in a tabular form).

Classifier-dimension TN FP FN TP
Random forest: valence 86 23 22 125
Random forest: arousal 84 20 26 126
Random forest: dominance 70 17 21 148
Random forest: liking 53 32 27 144
XGBoost: valence 87 22 14 133
XGBoost: arousal 86 18 14 138
XGBoost: dominance 72 15 18 151
XGBoost: liking 61 24 23 148
AdaBoost: valence 92 17 16 131
AdaBoost: arousal 85 19 13 139
AdaBoost: dominance 74 13 11 158
AdaBoost: liking 50 35 8 163
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Figure 6: -e main experiment and comparison experiment re-
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we can get the best performance in all three classifiers on an
average. Although on dimension liking, the overall per-
formance is not better than other three dimensions, the
AdaBoost classifier still can get slight improvement.
-erefore, the AdaBoost method, which is based on the
ensemble learning, is a method worth spreading.

-e results of the proposed method in this paper have
been compared with some different existing methods that
used the DEAP data set, as shown in Table 5. Our pro-
posed method represents a significant improvement over
the existing methods on all four emotional dimensions.

-e main reasons can be summarized as the following two
points: first, determine extracted feature types compre-
hensively, especially, time-frequency and nonlinear dy-
namic features, and help the model to find better
emotional information from EEG signals. -e proposed
method in this paper makes overall consideration of three
kinds of features: time, time-frequency, and nonlinear,
which has the characteristics of comprehensiveness and
pertinence. Second, the trained AdaBoost classifier can
focus better on the misclassified samples, improve the
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Figure 8: -e main experiment and comparison experiment re-
sults: the ROC curve on the valence dimension.
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Figure 9: -e main experiment and comparison experiment re-
sults: the ROC curve on the arousal dimension.
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generalization ability of the classifier, and avoid over-
fitting effectively, which also helps to improve the per-
formance of emotion recognition.

4. Conclusion

To sum up, in this paper, we propose a method of emotion
recognition of EEG signals based on the ensemble learning
method AdaBoost. After data preprocessing, feature ex-
traction, feature selection, binary classification, and per-
formance evaluation in the DEAP data set on four emotional
dimensions of valence, arousal, dominance, and liking, we
find that the performance of the proposed method has been
significantly improved compared with the existing methods.
-e best average accuracy is 88.70% on the dominance
dimension. It indicates that the ensemble learning method is
also a method which is worth spreading and has high
practical value and in-depth research value. In the future, we
will continue to tune the parameter and optimize the model
structure of the proposedmethod, and hope this method will
be helpful to explore and invent new methods for emotion
recognition, which can help to diagnose someone’s mental
state from their EEG signals.
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