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To solve the problems of low recognition rate, highmisrecognition rate, and long recognition time, the path recognitionmethod of
the regional education scale expansion based on the improved dragonfly algorithm is proposed. +rough a variety of different
behaviors utilized in the optimization process, the dragonfly algorithmmodel has been constructed.+e step size and the position
vector are introduced to update the dragonfly’s location. +e dragonfly’s foraging behaviors are accurately simulated. Afterward,
the dragonfly algorithm is combined with the flower authorization algorithm. +e conversion probability is added, and the
dragonfly’s global development ability is adjusted in real-time. +en, the dragonfly algorithm is improved. +e improved
dragonfly algorithm is employed to extract the features of the expansion path of the regional education scale. +e improved
support vector machine is utilized as a classifier to realize the recognition of the regional education scale expansion path. +e
experimental results denote that the proposed method has a high recognition rate of the regional education scale expansion path
and can effectively reduce the misrecognition rate and shorten the recognition time.

1. Introduction

China’s higher education has been currently in a brand-new
period from scale expansion to connotation enhancement.
Because of the obvious differences occurring in the devel-
opment of higher education in various regions, it is very
significant to recognize the path of the regional education
scale expansion [1]. Research has been conducted in this
field. For example, Dong and Zhang [2] analyzed the dif-
fusion process of the subject and integrated network to-
pology analysis and subject semantic mining for path
recognition, which could effectively improve the accuracy of
the path recognition research, but it had a longer recognition
time. Cai et al. [3] introduced particle filter technology into
the field of path deception recognition. +ey constructed
corresponding state equations and observation equations,
utilized dynamic data to extract key parameters, and then
achieved path recognition. +eir method could effectively
improve the recognition efficiency, but the feature selection
was not considered, which led to a high misrecognition rate
of this method. Dealing with the above problems, a path
recognition method for the expansion of the regional

education scale based on the improved dragonfly algorithm
is proposed in this manuscript.

According to the many different behaviors utilized in the
optimization process of the dragonfly algorithm, the dragonfly
algorithm model is constructed. +en, the step length and
position vector are introduced.+e position of the dragonfly is
updated, and the foraging behavior of the dragonfly is sim-
ulated. Combining with the flower authorization algorithm,
the conversion probability is added to conduct global search
work. +us, the dragonfly algorithm is improved. +e im-
proved dragonfly algorithm is employed to extract the features
of the expansion path of the regional education scale, and the
improved support vector machine is utilized as a classifier to
recognize the expansion path of the regional education scale.
+e simulation experiment results show that the proposed
method can effectively reduce the misrecognition rate and the
recognition time while improving the recognition rate.

+e rest of the manuscript is organized as follows.
Section 2 gives detailed information on both the dragonfly
algorithm and flower authorization algorithm. +en, the
improved algorithm has been proposed. Section 3 deals with
the implementation of the proposed method. Section 4 is
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allocated to present the simulation experiments using dif-
ferent datasets. +e conclusion is presented in Section 5.

2. Improved Dragonfly Algorithm

2.1. Dragonfly Algorithm. Compared with most intelligent
optimization algorithms, the dragonfly algorithm has the
global search capability as the foraging behavior of the
dragonfly; the local exploration capability is the migration
behavior of the dragonfly [4, 5]. +e dragonfly optimization
algorithm contains many different behaviors in the opti-
mization process.

+e first behavior is called collision avoidance behavior.
When a dragonfly flies, safety issues need to be prioritized as it
needs to keep a safe distance from other dragonflies. +e
second behavior is called team behavior. Dragonflies are also
animals living in groups. +erefore, dragonflies will move in
groups in the entire population. To avoid collisions, it is
necessary to maintain an appropriate flight distance between
each dragonfly [6]. +e third behavior is called gathering
behavior. As a group, dragonflies have a leader.+e dragonflies
around the leader need to be close together, and the spacing
between the dragonflies needs to be consistent [7, 8].+e fourth
behavior is called foraging behavior. To get better and more
food, dragonflies need to passmessages between them and keep
moving closer to get more and better food. +e last behavior is
called enemy avoidance behavior. In the process of searching
for food, dragonflies may be caught by other creatures [9].
+erefore, when a dragonfly sees its natural enemy, it will avoid
it, but the probability of encountering a natural enemy is low.

+e abovementioned behaviors are abstracted, and the
corresponding algorithm model is formed at the same time.
Among them, the displacement of a single dragonfly in the
collision behavior can be calculated as follows:

Si � − 
N

j�1
Xi − Xj, (1)

where Si represents the displacement formed by the ith
dragonfly individual in the collision behavior; Xi represents
the current specific coordinate position of the ith dragonfly;
Xj represents the iterative position of the ith dragonfly
adjacent to the jth dragonfly in the dragonfly population;
and N represents the population of dragonflies [10].

Equation (2) is used to give the displacement of a single
dragonfly individual in the pairing behavior, namely,

Ai �


N
j�1 Xj

N
, (2)

where Ai represents the displacement formed by the ith
dragonfly in the group.

Dragonflies also form displacements in their aggregation
behavior [11, 12], and the specific expression is defined by

Ci �


N
j�1 Xj

N
− Xi,

(3)

where Ci represents the displacement formed by the ith
dragonfly in the group gathering behavior.

+e displacement formed by the individual dragonfly
during foraging is as follows:

Fi � Xfood − Xi, (4)

where Fi represents the displacement formed by the ith
dragonfly in the foraging process and Xfood represents the
exact coordinate position of the food that the dragonfly
needs to obtain under the set number of iterations [13–15].

When a dragonfly individual is avoiding the enemy, it
will produce a certain displacement. +e specific expression
is as follows:

Ei � Xe + Xi, (5)

where Ei represents the displacement formed by the drag-
onfly individual in the process of avoiding enemies and Xe

represents the position of the natural enemy discovered by
the dragonfly under the set number of iterations.

In the entire dragonfly algorithm, it is assumed that the
entire foraging process of the dragonflies is a combination of
the five behaviors mentioned above. To improve the rec-
ognition accuracy of the dragonfly algorithm, it is necessary
to continuously update the specific position of the drag-
onflies in the iterative process and, at the same time, ac-
curately simulate the behavior of the dragonflies in foraging.
+us, two vectors are introduced.

(1) Step vector ΔX
(2) Position vector ΔY

+e above two vectors are mainly used to update the
position of the dragonfly in the next iteration, where the step
vector ΔX represents the flying position of the dragonfly
individual in the current iteration; the step vector of the ith
dragonfly in the t+ 1th iteration is

Δxt+1
id � ΔY sS

t
id + aA

t
id + cC

t
id + fF

t
id + eE

t
id  + ΔX, (6)

where Δxt+1
id represents the d-dimensional step vector cor-

responding to the ith dragonfly during the t+ 1th iteration
process [16]; s represents the impact weight of the collision
behavior; St

id represents the deviation of the corresponding
d-dimensional due to the collision of the ith dragonfly in-
dividual during the ith iteration process; a represents the
influence weight of team behavior; At

id represents the de-
viation of the ith dragonfly due to team behavior during the
ith iteration; c represents the inertia weight; Ct

id represents
the deviation of the corresponding d-dimensional of the ith
dragonfly individual during the ith iteration due to inertia; f
represents the influence weight of dragonfly position; Ft

id
represents the deviation of the corresponding d-dimensional
of the ith dragonfly individual during the ith iteration due to
the position of the dragonfly; e represents the influence
weight of the dragonfly individual; and Et

id represents the
corresponding d-dimensional of the ith dragonfly individual
during the ith iteration due to the formation of the dragonfly
individual’s deviation.

Analyzing the influence weights of five different be-
haviors, we can know that the algorithm can adjust drag-
onfly’s global development capability and local detective
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capability in real-time during the process of obtaining the
optimal solution [17, 18]. Neighboring individuals have a
great influence on dragonflies. +erefore, in the entire al-
gorithm, it is assumed that each single dragonfly individual
has a certain radius neighbor.

When the step vector calculation is completed, the
position of the dragonfly is updated by

X
t+1
id � X

t
id + ΔXt+1

id , (7)

where the position update formula of the ith dragonfly is

X
t+1
id � X

t
id + Levy(d) × X

t
id, (8)

where the Levi flight calculation formula is

Levy(x) � 0.01 ×
r1 × σ

r
2

1/p, (9)

where Levy(x) represents the Levi random path, σ repre-
sents the step size scaling factor, and p and r represent a
random number subject to a uniform distribution.

2.2. Flower Authorization Algorithm. +e behavior of
flowers using pollination to reproduce offspring is very
common in nature. It is necessary to reproduce offspring
through all the flowers, and the process of pollination must
be combined with energy. Due to the certain differences
between different flowers, the pollinationmethods of flowers
also differ greatly. In nature, there exist all kinds of plants,
and the flowers that occupy a larger proportion are blooming
flowers. In addition to various extreme environments, there
exist blooming flowers in all regions. Since most of the
blooming flowers cannot exist, the entire pollination process
of flowers requires the help of external forces such as bees
and insects [19].

In the flower authorization algorithm, the number of
pollens is set as N and the dimension of the solution space is
D. When pollen is authorized for cross pollen, pollen mainly
conducts global search and updates. When pollen is polli-
nated, local exploration work is mainly performed, and
location updates are also required.

In the process of flower authorization, to effectively
ensure the simple structure of the whole algorithm and
strong optimization ability, the conversion probability p is
added to the pollen authorization algorithm to balance and
adjust strategy transformation. In the early stage of polli-
nation, r, a random value, will be formed, and the value of r
must conform to the law of uniform distribution.

2.3. Improvement of the Dragonfly Algorithm. Combining
the dragonfly algorithm with the flower authorization
algorithm, we set the value range of each dragonfly during
initialization to [Smin, Smax]through the difference of the
problem-solution space. To effectively avoid the situation
where the dragonfly algorithm gathers together in the
initial stage, the uniform random distribution is used in
the initialization process to perform random initializa-
tion processing on each dimension of each dragonfly,
namely,

x
0
id � Smin + Smax − Smin( . (10)

After preprocessing, the two algorithms are further fused
to guide the dragonfly to fly to a better position, thereby
filling the shortcomings of the dragonfly algorithm.

3. Path Recognition of the Regional Education
Expansion Based on Improved
Dragonfly Algorithm

To better recognize the regional education scale expansion
path, it is necessary to prioritize the feature selection of the
regional education scale expansion path. If the value of any
feature is 0, it means that the feature does not need to be
selected; if the value corresponding to any feature is 1, then
the feature is selected. +e solution space of the problem can
be transformed into two trends 0, 1{ }. To make the initial
features have a certain difference, each dragonfly needs to
obey the distribution as much as possible. In the improved
dragonfly algorithm, one-dimensional initialization pro-
cessing is performed on each dragonfly in the dragonfly
population through

x
0
id �

0, r< 0.5,

1, r≥ 0.5,
 (11)

where x0
id represents the specific coordinate position of the

ith dragonfly in the d-dimensional ith during the initial
iteration, and the unit of r must conform to the random
value of the uniform distribution rule.

After the above calculations, the position of the drag-
onfly can be updated in combination with related formulas,
and a global search can be performed. At the same time, the
support vector machine is set as the classifier. For the dataset
xi, yi , d represents the total number of features in the
feature set and yi represents the total output of the dataset.
Under normal circumstances, the support vector machine
algorithm needs to set a linear decision function, and its
specific expression is

f(x) �〈w, ϕi(x)〉 + b, (12)

where w represents the weight in the support vector ma-
chine; b represents a random constant [20]; and ϕ repre-
sents the nonlinear function that maps the input feature to
a higher feature space. Equation (12) can be transformed
into

R(C) �
C

N 
n
i�1 Ls f xi( , yi(  + 1/2‖w‖

2, (13)

where Ls(f(xi), yi) represents the loss function of ε . When
|f(x) − y|≥ ε, Ls(f(xi), yi) can be solved by equation (15),
and the specific expression is

Ls f xi( , yi(  � |f(x) − y| − ε. (14)

In the process of increasing the slack variables ξi and ξi∗,
it is necessary to satisfy the three constraints of equation (15)
at the same time and minimize the problem, as shown in
equation (16)
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yi −〈w, xi〉 − b≤ ε + ξi,

〈w, xi〉 + b − yi ≤ ε + ξ∗i ,

ξi, ξ
∗
i ≥ 0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(15)

R w, ξ∗i(  �
1
2
‖w‖

2
+ C 

n

i�1
ξi + ξ∗i( . (16)

Based on the above analysis, the regional education scale
expansion path classification is carried out through the
classifier, and the recognition is finally realized:

K xi, xj  � ϕ xi(  · ϕ xj . (17)

4. Simulation Experiment

To verify the comprehensive validation of the proposed
method, a simulation experiment was performed on the
Windows 10 64-bit system, with Python language as a
programming environment.

4.1. 1e Recognition Rate of the Expansion Path of Regional
Education Scale (%). +e experiment selected the recogni-
tion rate of the regional education scale expansion path as
the test index and selected the methods in [2] and in [3] for
comparison. +e specific experimental comparison results
are shown in Table 1.

Analyzing the experimental data in Table 1, it can be seen
that, due to the different datasets, the recognition rate of the
regional education scale expansion path of the different
methods had changed to different degrees. However, when
compared with the other two methods, the proposed method
remained a relatively more stable and larger recognition rate of
the regional education scale expansion path, while the other
twomethods showed a linear decline.+emain reasonwas that

the proposedmethod used an improved dragonfly algorithm to
optimize and recognize it so that it could accurately recognize
each path and obtain a higher recognition rate.

4.2. Recognition Time of the Expansion Path of Regional Ed-
ucation Scale (s). +e following experiment mainly com-
pared the recognition time of the regional education scale
expansion path of the different methods. +e specific ex-
perimental comparison results are shown in Table 2.

Analyzing the experimental data presented in Table 2, as
the amount of test data increased, the recognition time of the
regional education scale expansion path increased for all three
methods. When the volume of the test data reached 120MB,
the recognition time of the regional education scale expansion
path based on themethod in [2] was 16.32 s, that of method in
[3] was 12.2 7 s, and that of the proposed method was only
8.20 s. It could be seen that the proposedmethod had a shorter
recognition time for the expansion of the regional education
scale. +is was because the proposed method combined the
dragonfly algorithm with the flower authorization algorithm
and added the conversion probability, thereby achieving the
real-time adjustment of the dragonfly’s global development
capabilities and reducing the recognition time.

4.3. Misrecognition Rate (%). To fully verify the superiority
of the proposed method, the following experimental tests
compared with the misrecognition rates of the different
methods. +e specific experimental comparison results are
shown in Figure 1.

+e results in Figure 1 show that, as the amount of test
data increased, the misrecognition rate of the different
methods increased. When the test data volume reached
120MB, the misrecognition rate of the method in [2] was
15%, that of the method in [3] was 18.2%, and that of the
proposed method was 8.3%. It could be seen that the miss-
recognition rate of the proposed method was significantly

Table 1: Comparison results of the recognition rate of the regional education scale expansion path by the different methods.

Dataset
+e recognition rate of the expansion path of the regional education scale (%)

+e proposed method +e method in [2] +e method in [3]
01 98.63 96.47 94.25
02 97.14 94.88 92.02
03 96.22 93.96 91.00
04 98.96 92.74 88.36
05 97.14 91.22 87.74
06 96.20 90.52 86.74

Table 2: Comparison results of the recognition time of the regional education scale expansion path by the different methods.

Data volume (MB)
Recognition time of the regional education scale expansion path (s)

+e proposed method +e method in [2] +e method in [3]
20 1.25 3.41 2.36
40 2.34 5.47 4.42
60 3.37 7.52 5.48
80 4.23 9.41 7.37
100 6.10 10.32 9.23
120 8.20 16.32 12.27
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lower than that of the other two methods, and it also verified
the effectiveness and feasibility of adding the improved
dragonfly algorithm to the path recognition of the regional
education scale expansion.

5. Conclusion

To improve the recognition rate of the regional education
scale expansion path, reduce the misrecognition rate, and
shorten the recognition time, a method based on the im-
proved dragonfly algorithm is proposed for the recognition
of the regional education scale expansion path. Dragonfly
algorithm combined with flower authorization algorithm
leads to the improved dragonfly algorithm utilizing both step
size and position vector and the conversion probability.

+erefore, the improved dragonfly algorithm could be
used to extract the features of the expansion path of the
regional education scale. Afterward, the improved support
vector machine is utilized to recognize the expansion path of
the regional education scale. +e simulation experiment
results show that the proposed method can effectively im-
prove the recognition rate of the regional education ex-
pansion path and reduce the recognition time and the miss-
recognition rate.
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Figure 1: Comparison results of misrecognition rates of different
methods.
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