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In this paper, we deal with a singularly perturbed parabolic convection-diffusion problem. Shishkin mesh and a hybrid third-order
finite difference scheme are adopted for the spatial discretization. Uniform mesh and the backward Euler scheme are used for the
temporal discretization. Furthermore, a preconditioning approach is also used to ensure uniform convergence. Numerical

experiments show that the method is first-order accuracy in time and almost third-order accuracy in space.

1. Introduction

We consider the singularly perturbed parabolic problem
posed on the domain G=Q,xQ,=(0,1)x (0,T] as
follows:

Lu+a—u'— —saz—u—a(xt)a—u+c(x t)u+a—u—f(xt) (x,t) e G
at . axz > ax > at - sb)s > >
4 _ 1
u(O,t)=u(l,t)=O, ert’ ( )
[ u(x,0) =y, (x), x€Q,,
_ _ a(x,t)=p>0,
where Q, = [0,T], Q, =[0,1], and ¢ is a small positive
perturbation parameter satisfying c(x,t)>0, (3)
V(x,t) €G,

O<e<e’ <1, (2)

with a positive constant €*, and u, (x) is the initial value
when t = 0. We assume that the functions a(x,1t), c(x,1),
and f(x,t) are sufficiently smooth, and that a(x,t) and
c(x,t) satisfy

where f is a positive constant.

With these conditions, there exists a unique
C*?(G)-solution u of problem (1) (see, for instance, [1]). The
C*?(G)-solutions u of problem (1) satisfied from its original
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function u to its fourth partial derivative for spatial variable
Uy are continuous, and solutions from its original
function u to its second partial derivative for temporal
variable u,, are also continuous.

Singular perturbation problems play an important role
in many areas, such as astronomy, mechanics, and fluid
dynamics. It also has a broad background and important
applications in control systems with different time scales
[2-4]. It is especially important to find a uniform and ef-
fective approximate solution when the exact solution cannot
be obtained. There are many methods for solving singular
perturbation problems. Recent convergence analysis of the
finite element method is referred to [5-14]. Except the finite
element method, the finite difference method is the most
widely used one at present. Nowadays, more and more
people begin to study higher-order finite difference schemes
for solving singular perturbation problems. In 1988,
Vulanovi¢ in [15] proposed a third-order hybrid finite
difference scheme and showed numerical results on the
Shishkin mesh. Afterwards, Vulanovic and Nhan in [16]
improved on what had already been done and proposed a
new uniformly convergent numerical scheme. Both the
methods proposed in [15, 17] have been analyzed on a
piecewise-uniform Shishkin mesh and were proved to be
almost third-order accuracy in space. Comparing the pre-
vious scheme, the difference is that when ¢ is large enough,
the accuracy of the new scheme is better than the that of the
previous scheme. However, when ¢ is small enough, there is
no difference between these two methods.

In this paper, our primary aim is to propose and analyze
a higher-order hybrid finite difference scheme for problem
(1). This is accomplished by discretizing the domain Q,
using the Shishkin mesh and by considering the uniform
mesh in the temporal direction. In order to obtain the fully
discrete scheme, we adopt the two-stage discretization
process. The first stage consists of discretizing the time
derivative with the backward difference scheme on the
uniform mesh. In the second stage, discretize in the spatial
direction by utilizing a hybrid finite difference scheme on the
Shishkin mesh.

The ultimate goal of numerical methods for problem (1)
is to obtain a series of discrete solutions so as to achieve a
numerical approximation of the continuous solution. Such
that its error converges to 0 uniformly as N — + 0o, where
N is the number of discretization on the spatial mesh. Apart
from this, in numerical experiments, we also need to il-
lustrate that the proposed scheme is almost third-order
accurate in space.

The rest of the paper is as follows. In Section 2, we define
the meshes for temporal and spatial discretization and in-
troduce some special difference operators. In Section 3, we
define some difference operators and the final finite difference
scheme. In Section 4, we give the linear equations needed to
solve the problem and get the coefficient matrix and the right
end term. In Section 5, we preprocess the coefficient matrix.
In Section 6, we give the pseudo code to solve the problem. In
Section 7, we give the results of numerical experiments. In
Section 8, some final conclusions are given.

Mathematical Problems in Engineering

2. The Mesh

Here, in this section, we describe the uniform mesh for the
temporal discretization of the domain ), and the Shishkin
mesh for the spatial discretization of the domain Q,.

We will often use the assumption that

e<C,N !, (4)

where C, is a sufficiently small positive constant which is
independent of both € and N. All constants, independent of €
and N, are denoted generically by C.

2.1. The Uniform Mesh. For the time domain [0, T], we use a
uniform mesh with time step At, such that

M T
Q ={tn=nAtn=0,...,M At:M}, (5)

where M is the number of mesh points in the t-direction on
the interval [0, T].

2.2. Shishkin Mesh. Since problem (1) has a boundary layer
along the side x = 1, the mesh should be condensing in the
neighborhood of x = 1. Define

|1 ae
U—mln{z, 3 In N}, (6)
with a >4 (the proof of range of « was given in [16]). To
define the piecewise-uniform mesh, we divide the domain
[0,1] into two subdomains, such that
[0,1] = [0,1 - 0]U[1 -0,1] and then divide each of the
subdomains into (N/2) equal intervals. Set

heeh =929 foricon,2,. . (N2,
(7)

H:zhi:%, fori = (N/2) +1,...,N.

Now, we denote the spatial grids by
ON ={0=xp, %, s xyp=1-0,..., x5 = 1}, (8)
where
ih, fori=0,1,2,..., (N/2),

x; = )

N
1—0+<i—?>H, fori=(N/2)+1,...,N,

and N >4 be a positive even integer. Here, the transition
point 1 — ¢ separates the coarse and fine portions of the
mesh.
Moreover, define
x;+zhy,, ifz€[0,1),
Xitz = { . (10)
x; + zh;, if z € (-1,0],

where z is some fixed constant.
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3. Discretization

In this section, we will give different difference operators
corresponding to different points on the Shishkin mesh and
combine these difference operators to form the final nu-
merical scheme.

where y is the step size of a uniform mesh and z is a constant
satistying z € (-1,1). We set e(") as the truncation error
between the numerical solution and the exact solution.

ei) = DIU! —u(x;,0t)), n=0,1,2, (12)
Firstly, e() = D)E,OZ)U{ —u (X 1)
Lemma 1. Suppose that
Ve
o —mu(x,1)|<C,  (x,t) € Q, xQ,, m>0. (13)

= LX [(-32° + 62— 2)UL, +3(32° — 42 - 1)U] + 3(-32" + 22 + 2)U},, +(32°

Firstly, we denote by UJ the approximation of u at p01nt
(x;,t;) and set fl. = f(tz,t) Then, we use DU,
D(I)U], and DU/ as the approximations of u(x ,+Z,t )
u (x,+z,t) an uxx( Xisz» 1), respectively. They are deﬁned
by the followmg equation [16]:

- 1)Uf+z]> (11)

( .1 . . .
DU = 3 [2(z-DUL, +2(1-2°)U] + 2 (z + VUL, |,
Wrrj
3 DX,ZUi _6
DUl = [(1—z)U11+(3z QU] +(1-32)U},, +2U,),

(0 )

The truncation error associated to e;,, satisfies

CX , (14)

€.l <

where y is the step size.

Proof. We substitute u (x;_ 11 ), u(x,,t ), andu(x,+1,t ) for
U/, UJ and U, in operator D(0 04 and apply the Taylor
expansion to obtam

1 1
(0) 2 3.3
ei+z=£[z(z—1)<u(x,-,tj)—)(u'(x,-,tj)+ Xu'(x; j)‘gX” (xi,tj)+ >+2(1— Ju(xint;)
2 33 2
+z(z+1)<u(xi,tj)—xu’(x,-,t])+ K" (xipt;) = —x '’ (x,1)) )] —(u( )= xu'( )+ Xu"(x t;)
—l 3u3(x t )+ X —lz 3'u3(x t )—123 31/13(36 t )+O 4
6)( irlj 3 X »ti) 7% X il X -
(15)
Thus, The truncation error associated to e( ) satisfies
ei] . <cx’ (16) ] <cr’s (18)
Secondly, e!) = D)Elz)UlJ —u (X t). O  where y is the step size.
Lemma 2. Suppose that Proof. Similar to above, we substitute u(x;_,1;), u(x,,t )
- u(xi>t5), andu(xg,,, t;)  for vl ul,ul,, andUlJr2 in
- ——u(x0|<C, (nt) eQ, xQ, m>0. (17) oger.ator D(1 U/ and again apply the Taylor expansion to
obtain




&

i+z

_ é [(-32 + 62 = 2) () o' (x1,) + 7%
+3(32 — 4z - )u(x,
(327 = 1) s t) -
~(u(xty) - xew (x

1
= gzx3u3(xi, t]-)

)+ (2)()21/1”(
)+ (XZ)Z //(

- éz3x3u4(xi, tj) + OX4.

Thus,
(1)

1+Z

SCX3.

(20)

In conclusion, both DXO)U] and DU are third-order
accurate with respect to the spatial variable x for any value of
z; if z = (1/4/3), D(1 U] is transformed into the classical
three- p01nt scheme. And in the same way, operator D" UJ
7), D' U L (29), D"U{W2 (30), and time difference op-
erator D} U] can all be proven.

Moreover e? = DU — u(xy,t)). ]
Lemma 3. Assume that
M
Ix —mu(x,t)|<C,  (xt) € Q, xQ,, m>0. (21)
1
el = ? [(1 - z)(u(x,-,tj) —Xu'( ) —qu"( j)

+ 3z - 2)u(x,~,

t]-) +(1- 3z)<u(x,~,
1
bl () = oo () -

t;) = xu' (x

+2—14(2)C)4u4(xi, tj) —(2)() u (

120

_<u"(xi, tj) + zxus(x,-,

)]

tj) + %(zx)2u4(xi,

2 11

) - 0" (%,

) - ) (5,

— éX3”3(xi’

) + z(u(xi,t]-) —Xu'(

tj) + é(zx)SuS(x,»,

Mathematical Problems in Engineering

(5ot5) = gt (o) + )
tj) + 3(—32:2 +2z + 2)<u(xx

t5) = (i) + —qu”( X, )-—xu(
t]-)+--->]

tj)+...>

) o)

(19)

The truncation error associated to e ?) satisfies that if

2= ((3-15)6), -
| (2)

e <Cx’s (22)

else

(23)

e

where y is the step size.

Proof.  Once more, substltutlng u(x;_ N ), u(x,,t ),
u(xi415t)), andu(xﬁz,t ) for UL,ULUL,, andUlJr2 in
operator Dy y] and applymg the Taylor expansion results
in

1 1
tj) + ﬂ)(4u4(xi,tj) - mxsus(xi, tj) + - )
1)+ 500 (5) = g (1)

) += (2)()214"( j) - é(ZX)3u3(xi,tj)

—E—i —Z—2 24( t)+ 1+i +Z—3 35( t)+O4
et )T g T3t e o el TR

we can found that the operator D U] in general is second-
order accurate, and if z = ((3 - \/_ 5)/6), it is third-order
accurate.

These schemes can be used to create the following dif-
ference operator A,

(24)

t])+>

j @i 1)

AX,ZUf:—sDX)ZUf—a( P )D U’
(25)
N
(0) .
+¢(x;,,0t;) DU, i=l..,—>-2,
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where z = ((3-+/15)/6) and y = h. The operator A

only used as part of the discretization on the Shishkin grld
because the Shishkin grid is not uniform in the entire
computational domain. More specifically, the difference
operator A, cannot be applied at x (), and xy_;. O

Remark 1. Because scheme A, ; has point (x;,,,t;) in it, the
Shishkin grid used is divided into two intervals, [0, x,,] and
[x (n/2)+1> Xn]- Since the step size is different and the point
X;,, spans two intervals, the difference operator A, , cannot
be applied at either x 5, or xy_;.

Now, we introduce the difference operator as follows:

AUl = - D"U! + a(x;,,.t;)D U]
N
(0) .
+¢(x;,,0t;) DU, i=—+L..,N-1,
(26)
with
2 Ul vl ul-ul
D"Ul] _ ; - z+1] i i ; i-1 , (27)
h + h1+1 hz+1 hi

where z = (1/4/3) and y = H, and it is also third-order
accurate.

Then, we give the scheme at point x,;,, by means of one-
side difference schemes as follows:

j (1) j
-eD"UY, + a( (N/2)+1—z’tj)DH,1—zUN/2

—(0), ]
+C(x(N/2)+1—z>tj)D Unns

J
AH 1- ZUN/2

(28)
with

Ulys = (£ + 2)Ulp +2 U NEma
N2 T 6 2 N/2 (N/2)+1 6 2 (N/2)+2°

(29)

5(0)
and

. 1 . . .
nerjo_ j j j
DUy, = T2 (UN/Z —2UNpyer + U(N/z)+z)> (30)

where z =1 - (1/4/3) and y = H, and both D' U Ny, and
D"U{\,,2 have third-order accuracy in space.

In addition, about the t-direction, the discretization of
u; (x;,t;) by the backward Euler scheme is defined by

_ i ul-ul?

D,U! =#x ut(x,-,tj), (31)
with the time step At, and it is first-order accurate with
respect to the temporal variable ¢.

Finally, we combine D;U/ with three difference oper-
ators A, LUl A U] , and AX U] at different points, re-
spectlvely, and ﬁnally propose the following numerical
scheme:

AUl + DUl =

l+Z

1 . N

Hz _\/§ R forz:?—l,
N
) fori = —,
2

N .
for?+1§1£N—1,

. N
forl<i<—-2,

2
A, Ul +DU! =

AUl + DU =

l+Z

e
(=)

KH,ZU{ + D;Uzj =
(32)
with j=1,..., M.

4. Linear Problem

The corresponding difference schemes of u,, u,, and u at
point (x;,,,t;) and u, at point (x;,f;) are substituted into
equation (1). When combined with scheme (32), the fol-
lowing linear equations (33) are obtained:

rlUf;l + rZU,j + r3U1j+1 + "4U{+2 =g (33)

where Uj is the approximation of u (x;, ;) and rl, T3 1351 g>
and g/ are defined as follows: if 1 <i< (N /2) -



—e(1-2)At Atb(x;,,.t;)(-32" + 62 -2)
N 6h

—eAt(3z-2) Ath(x;,.t;)(39° 4z 1)
e W - 2h

1. —eAt(1-3z) ~ Atb(x,,rz, 1,‘]-)(—322 +2z + 2)

= W 2h

—eAtz Atb(xm, tj)(3z2 - 1)
P 6h

Ty =

>

. o
| 9’ = Atf(xﬂz,tj) +D%ul™,

where At is the time steps, h is the space steps defined by (7),
z=((3-V15)/6), and D2U/™" is defined by (11). If
i=(N/2)-1,

—eAt Atb(xm, tj)(—3z2 + 6z — 2)
T 6l

eAt  eAt Atb(x,jrz,tj)(Sz2 —4z - 1)
W 2h

r, =

_ —eht Atb(xm, tj)(—E}z2 +2z + 2)
I 2h

ry =0,

‘ i
g’ = Atf(x,,.t;) + DU,
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1 1
+§AtZ(Z— 1)+EZ(Z— 1),

+ At(l —z2) +z(z+1),

1 1 (34)
+5Atz(z+ 1) +zz(z +1),

1 1
+5Atz(z— 1)+5z(z— 1),

+ At(l —zz) +(1 —zz),

(35)

1 1
+-At +1)+= -1),
5 z(z+1) 2z(z )
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where At is the time steps, & is the space steps defined by (7),
z = (1/3), and DU/ is defined by (11). If i = (N/2),

r, =0,

2
—eAt Atb( Xirz )(32 —22—2) 1 <1+z)+%<1 ))

}"2: ) +—At - —+Zz
H 2H 2 3 3
—eAtz Atb(x,.,t:)(325-1) 2 2

Jr="5 2Z (rieat,)( )+7At+f,

H 6H 3 3
—eAt Atb , 322 -6z +2 1 1 171

r,= 82 - (i )( )+—At<——z>+—<——z),
H 6H 2 3 2\3

gj = Atf( Xit1-z> ) +D U{\;/lz’

where At is the time steps, H is the space steps defined by (7),
z=1-(1/33), and DU} is defined by (11). If
(N/2)+1<i<N-1,

rl:_sAZt_Atb( itz )( 32" +62 - 2)+1Atz(z—1)+lz(2—1)x
H 6H 2 2
r22%+%_Atb( i+2> )2(: _4Z_I)+At(1—z2)+(l—22),
rgz_sgt—Atb( e )( 3 +22+2)+1Atz(2+1)+12(Z+1)’
I, 2H 2 2
ry =0,
= Atf(x;,.0t;) + DRLUT,

(36)

(37)



where At is the time steps, H is the space steps defined by (7),
z=(1/4/3), and DS,LUIJ_I is defined by (11).

Finally, the linear system for numerical scheme (32) is
obtained, that is,

Ax=g. (38)

Here, the coefficient matrix A is defined by

row
1
2
ry T3 Ty
3
ry 1y I3 Ty
ry r, r3 Ty

=2

ry ¥y T3 Ty
N 1 r, r, t
— - 1 2 73
2 bl

Ty T3 Ty
N
2 ry ry 13
N ry Ty 73
—+1
2
5_,_2 ry Ty I3
2
ry 1
N-2
N-1
(39)

where each unwritten element is 0. The unknown term x is
defined by (x,x,x,,.. .,xN,l,xN)T with x, =0 and
xy =1, and the right end term g is defined by
(90> 9192 - > In-1> !JN)T‘

5. Preconditioning

In this section, we analyze the (N — 1) x (N — 1) matrix A,
which corresponds to the first scheme (32) and is acquired in
Section 4. We need to assume (4) and that N is sufficiently
large and

N=N,, (40)

where N, is a positive integer independent of . There exist
constants N, and C, such that (4) and (40) are satisfied, and
the matrix A has the following structure:
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row
1
2

+ - +
3

-+ - +

-+ - +
N
—=-2
2

-+ - +
N
2 (41)
+ - +
N
2 -+ -
N -t -
—+1
2
N - -
—+2 *
2
-+

N-2
N-1

where each unwritten element is 0.

Multiply its equations 1,2,. .., (N/2) — 1 by (h/H). We
do this to achieve consistency uniform in ¢, but at the same
time, the coefficient matrix gets preconditioned as well (the
preconditioning be described in [18, 19]).

Thus, we take the matrix of the preconditioned system as
follows:

B = diag (my,m,,..., mN,l)A, (42)

where

h fori=0,1,2 N 1
T ort=0,1,4,...,——1,
H 2
m; = (43)
. N
1, forz:;,...,N—l.

6. Pseudo Code

In this section, the pseudo code needed to solve problem (1)
using numerical scheme (32) in MATLAB will be presented.
In general, if mathematical tools are used to solve problem
like this, by scheme (32), there are six steps as follows [17]:

(1) Set the uniform mesh for temporal variable (M is the
total number of points in ¢-direction)
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(2) Set the Shishkin mesh for spatial variable (N is the
total number of points in space)

(3) Write down the coefficient matrix A and the right
end term g for the linear system as follows:

[ forn=1: M (temporal points),
N
fori=—-2,
2
h(i,n) =x(i,n) —x(-1,n),
rUL, + U] + 13U + UL, = gt
| end,
N
fori=—-1,
2
h(i,n) =x(i,n)—x(-1,n),
rUL, + U] + 13U + UL, = g
| end,
A= (44)
( N
fori = —,
2
h(i,n) =x(i,n) —x(-1,n),
rUL + 10U +13UL, +14Us, = g7
| end,
) N
fori=—+1: N-1,
2
h(i,n) =x(i,n) —x(i-1,n),

n n n n _ n
nUi +nU; +13U +1Ui, =9

| end,

end,

where U” is the approximation of u(x;,t,), h(i,n) is
the space steps, r,,7,,75, andr, are the elements of
the coefficient matrix, and g" is the right end term (it
is defined in Section 4)

(4) A new matrix B (from Section 5) is obtained by
preprocessing the matrix A

(5) The new matrix B and the right end term g are used
to solve problem (1)

(6) The maximum pointwise errors and the orders of
convergence are calculated

7. Numerical Experiments

In this section, we shall present the numerical results ob-
tained by the proposed numerical schemes (32) for the test
problem (45) on the piecewise-uniform rectangular mesh
G =0 x QM. In both cases, we perform the numerical
experiments by choosing the constants « = 4and § = 1in (6)
and the time step At = (1.0/M).

For numerical tests, we consider the following singularly
perturbed parabolic problem:

2

u ou ou
—sg—(x+l)a+u+g—f(x,t), (x,1) € G,
1u,8)=u(,t)=0, telo1],
u(x,0)=0, xe¢€][0,1],
(45)

where G:= (0,1) x (0,1]. We choose the initial data
u(x,0) = 0 and the exact solution for problem (45) as fol-
lows [16]:

u(x,t) = t(e_(m) —é* +(e - e_(l/s))x). (46)

As the exact solution of problem (45) is known, we
calculate the maximum pointwise error by

N,At
E

N,At
. U

= max|ui)j -U;; ‘, (47)
for each &, where u; ; and Uf\;-’At denote the exact solution and
numerical solution on (x;, {;), respectively. The convergence

order is calculated by the following formula:

Nt ESY
R£ = 10g2 [W} (48)
&

The maximum pointwise errors EN4* and the order of
convergence R by using schemes (32) are presented in
Table 1. In table, we can observe the e-uniform convergence
of the numerical scheme. The order of convergence in Ta-
ble 1 is first-order due to the effect of time error. In order to
justify the spatial order of convergence precisely, we take
M = N° and the order of convergence is defined by
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TaBLE 1: Temporal errors and converge orders of scheme (32), E,, R,.
N, At

3 32, (1/(32)) 64, (1/(64)) 128, (1/(128)) 256, (1/(256)) 512, (1/(512))
1072 0.01367 0.006294 0.002864 0.001293 5.788e - 04 E,
102 112 1.14 115 115 — R,
1074 0.02067 0.010505 0.005285 0.00265 0.001325
107* 0.9710 0.9910 0.9966 0.9989 —
10-6 0.02075 0.01055 0.005315 0.00267 0.001335
107¢ 0.9754 0.9898 0.9954 0.9977 —
10-8 0.02075 0.01055 0.005315 0.002665 0.001335
10-8 0.9754 0.9898 0.9954 0.9983 —

TABLE 2: Spatial errors and converge orders of scheme (32), E,, R,.

N, At
€ 32, (1/(32)%) 64, (1/(64)*) 128, (1/(128)%) 256, (1/(256)%) 512, (1/(512)%)
1072 0.0088 0.0021 4.538e - 04 8.644e - 05 1.453e - 05 E,
1072 2.05 2.22 2.39 2.57 — R,
1074 0.0088 0.0021 4.538e - 04 8.644e - 05 1.453e - 05
107* 2.05 2.22 2.39 2.57 —
10-6 0.0089 0.0022 4.715e - 04 9.397e—-05 1.739¢ - 05
107° 2.03 2.22 2.31 2.44 —
10-8 0.0089 0.0022 4.714e—-04 9.397e—-05 1.7393e—-05
1078 2.04 2.20 2.33 2.43 —
A N.At Conlflicts of Interest
RMA = Jog, | -t —— (49)
e 82| N, aus) | , ,
E, The authors declare that they have no conflicts of interest.

The numerical results are presented in Table 2, where the
spatial convergence order is almost third-order.

8. Conclusion

A hybrid scheme is proposed for obtaining a numerical
solution to the singularly perturbed parabolic problem. The
idea is based on the methods presented in the existing re-
search study [15-19]. It can be seen from the results of
numerical experiments, whether in space or in time, the
scheme is robust insomuch the error of the numerical so-
lution does not increase when ¢ — 0. On the contrary, the
proposed schemes improve as & diminishes, becoming al-
most third-order accurate with the spatial variable and first-
order accurate with the temporal variable. The numerical
results were compared with those from literature
[15-18, 20, 21] which showed that all results reach the ex-
pected order of convergence. However, so far it is not
possible to construct an arbitrary high-order difference
scheme for Shishkin grids, meaning further research is
needed. It should be noted that parallelization is not dis-
cussed in this article, so the reader is encouraged to refer to
additional work [20, 21].
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