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In this paper, we investigate the β-stability in the q-th moment for neutral impulsive stochastic functional differential equations with Markovian switching (NISFDEwMS). Moreover, β-stability in the q-th moment is studied by using the Lyapunov techniques and a new Razumikhin-type theorem to prove our result. Finally, we check the main result by a numerical example.

1. Introduction

The aim of stochastic differential equations is to provide a mathematical model for a differential equation disturbed by a random noise. Consider an ordinary differential equation of the form

\[ d\sigma_t = a(\sigma_t)dt. \]  

(1)

An ordinary differential equation is used to describe the evolution of a physical system. If we take into account the random disturbances, we add a noise term, which will be of the form \( g dW_t \), where \( W \) denotes a Brownian motion and \( g \), for this instant, is a constant which corresponds to the intensity of the noise. Then, we have a stochastic differential equation (SDE) of the form

\[ d\sigma_t = a(\sigma_t)dt + g dW_t. \]  

(2)

Moreover, we have the following integral form:

\[ \sigma_t = \sigma_0 + \int_0^t a(\sigma_s)ds + gW_t. \]  

(3)

We generalize equation (3) by taking \( g \) depending on the state of the system to an instant \( \tau \):

\[ \sigma_\tau = \sigma_0 + \int_0^\tau a(\sigma_s)ds + g(\sigma_t)dW_t. \]  

(4)

In view of the integral in \( dW_t \), this equation will depend on the theory of stochastic integral (see [1]).

One of the most important qualitative studies of SDE is the stability theory.

There are a lot of papers about the stability theory of different types of SDE (see [1–3]).

A special case of SDE is the neutral stochastic functional differential equations (NSFDE).

In the literature, there are many research papers on the stability theory of NSFDE (see [4–6]). Recently, stability of SFDE with Markovian switching (SFDEwMS) has received a lot of attention (see [7–11]).

One of the most important classes of SDE is the impulsive SDE (ISDE). In the last decades, the stability theory of ISDE takes much more attention (see [7–11–13]).

To the best of our knowledge, there are a few papers on the β-stability or stability of SDE with general decay rate. In [14–16], the authors established the stability with general decay rate of stochastic functional differential equations with finite and infinite delay.

In the literature, there is no existing paper on the β-stability of NISFDEwMS.
In this paper, we study the $\beta$-stability in $q$-th moment of NISFDEwMS. In view of the other related topics on NISFDEwMS, the main contributions of this paper are to obtain a new technique to study the $\beta$-stability in a hybrid impulsive neutral stochastic system, to develop a new Razumikhin-type theorem on the Lyapunov function to prove the $\beta$-stability of the system, and to propose new theories on asymptotic properties in $q$-th moment of NISFDEwMS. In this sense, our results generalize the paper [16] in the case of NISFDEwMS.

The paper is organized as follows. In Section 2, we cite some definitions and basic notions. In Section 3, we investigate the $\beta$-stability in $q$-th moment of NISFDEwMS. In Section 4, one numerical example is given to show the interest of our main results.

2. Preliminaries and Definitions

The complete probability space is denoted by $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t\geq 0}, \mathbb{P})$, where $\{\mathcal{F}_t\}_{t\geq 0}$ is a filtration satisfying the usual conditions. $W(t)$ is an $m$-dimensional Brownian motion defined on the probability space. Let $t > 0$ and $\mathcal{C}([-l, 0]; \mathbb{R}^l)$ be the family of continuous functions $\psi$ from $[-l, 0]$ to $\mathbb{R}^l$ with the norm $\|\psi\| = \sup_{t\in[-l,0]}|\psi(b)|$, where $|z| = \sqrt{z^2}$ for any $z \in \mathbb{R}^l$. If $B$ is a matrix, its trace norm is denoted by $|B| = \sqrt{\text{trace}(B^T B)}$, where its norm is given by $\|B\| = \sup_{|z|\leq 1}|Bz|$.

Let $\mathcal{P}(\mu^l, \mathbb{R}^l) = \{\phi: [-l, 0] \rightarrow \mathbb{R}^l|\phi(t') = \phi(t)\}$, where $\phi(t')$ exists and $\phi(t') = \phi(t)$ for all but at most a finite number of points $t$, with the uniform norm $\|\phi\| = \sup_{t\in[-l,0]}|\phi(b)|$, where $\phi(t')$ and $\phi(t)$ denote the right-hand and left-hand limits of $\phi(t)$ at $t$, respectively. For $q \geq 1$, let $L^q((\infty, 0], \mathbb{R}^l)$ be the family of all function $\mu: (\infty, 0] \rightarrow \mathbb{R}^l$ such that $\int_0^\infty |\mu(t)|^q dt < \infty$.

Let $\{m(t), t \geq t_0\}$ be a right-continuous Markov chain on the probability space taking values in a finite state space $S = \{1, 2, 3, \ldots, N\}$ with $\Gamma = \{y_{jk}\}_{j=1}^N$ as a generator given by

$$P(m(s + \omega) = k|m(s) = j) = \begin{cases} y_{jk} + o(\omega), & \text{if } j \neq k, \\ 1 + y_{jj} + o(\omega), & \text{if } j = k, \end{cases}$$

(5)

while $\omega > 0$. Here, $y_{jk} \geq 0$ is the transition rate from $j$ to $k$, if $j \neq k$, while

$$y_{jj} = -\sum_{j \neq k} y_{jk}.\quad (6)$$

We consider the following NISFDEwMS:

\[
\begin{align*}
\begin{aligned}
d\sigma(t) &= f_1(\sigma, \tau, m(t)) dt + f_2(\sigma, \tau, m(t)) dw(t), \quad t \geq 0, \\
\Delta \sigma(t_{p}) &= I_p(\sigma(t_{p})), \\
\sigma(t) &= \chi \in \mathcal{P}(\mu, [0, \tau]; \mathbb{R}^l),
\end{aligned}
\end{align*}
\]

(7)

where $\sigma$ is defined by $\sigma(\theta) = \{\sigma(\tau + \theta), -l \leq \theta \leq 0\}$, which is a $\mathcal{P}(\mu, [0, \tau]; \mathbb{R}^l)$-valued stochastic process, $\tau_p \geq 0$ are impulsive moments satisfying $\tau_p < \tau_{p+1}$ and $\lim_{\tau \to +\infty} \tau_p = +\infty$, and $\Delta \sigma(t_p) = \sigma(t^+) - \sigma(t^-)$ represents the jump in the state $\sigma$ at $t_p$ with $I_p$ determining the size of the jump. Furthermore, we assume that

\[
\begin{align*}
\begin{aligned}
f_1: \mathcal{P}(\mu, [0, \tau]; \mathbb{R}^l) \times [0, +\infty) \times S &\rightarrow \mathbb{R}^l, \\
f_2: \mathcal{P}(\mu, [0, \tau]; \mathbb{R}^l) \times [0, +\infty) \times S &\rightarrow \mathbb{R}^l, \\
G: \mathcal{P}(\mu, [0, \tau]; \mathbb{R}^l) &\rightarrow \mathbb{R}^l, \\
I_p: \mathbb{R}^l \times \mathcal{P}(\mu, [0, \tau]; \mathbb{R}^l) \times [0, +\infty) \times S &\rightarrow \mathbb{R}^l.
\end{aligned}
\end{align*}
\]

(8)

Let $C^{1,2}(\mathbb{R}^l \times [-l, 0] \times S, \mathbb{R}_+)$ be the family of all nonnegative functions $V(\sigma, \tau, j)$ on $\mathbb{R}^l \times [-l, 0] \times S$, which are twice continuously differentiable with respect to $\sigma$ and once continuously differentiable with respect to $\tau$.

\[
\mathcal{L}V(\sigma, \psi, \tau, j) = V_\tau(\sigma - G(\psi), \tau, j) + V_{\psi}(\sigma - G(\psi), \tau, j)f_1(\psi, \tau, j) + \frac{1}{2} \text{trace}(f_2^T (\psi, \tau, j)V_{\sigma\sigma}(\sigma - G(\psi), \tau, j)f_2(\psi, \tau, j)) + \sum_{k=1}^N y_{jk}V(\sigma - G(\psi), \tau, k),
\]

(9)
where
\[ V_r(\sigma, \tau, j) = \frac{\partial V(\sigma, \tau, j)}{\partial \tau}, \quad V_\sigma(\sigma, \tau, j) = \left( \frac{\partial^2 V(\sigma, \tau, j)}{\partial \sigma_m \partial \sigma_n} \right)_{ij}. \]

Throughout this paper, we assume that \( f_1, f_2, G, \) and \( I_p \) are smooth enough to ensure the global existence and uniqueness of solutions for all \( \tau \geq 0 \). For any \( \chi \in L^q_{\text{loc}}([-1, 0]; \mathbb{R}^l) \), there is a unique solution satisfying (7), which is continuous on the left-hand side and have a finite limit on the right-hand side. We assume that \( f(0, \tau, j) = 0, \ g(0, \tau, i) = 0, \) and \( I_p(0, 0, \tau, j) = 0 \), where \( \forall \tau \geq 0, \ j \in S, \) and \( p = 1, 2, \ldots, \) which implies that 0 is an equilibrium solution.

Definition 1. The function \( \beta: \mathbb{R}_+ \rightarrow (0, \infty) \) is said to be \( \beta \)-type function if it satisfies the following conditions:

(i) It is continuous and non-decreasing in \( \mathbb{R}_+ \) and continuously differentiable in \( \mathbb{R}_+ \)
(ii) \( \beta(0) = 1, \ \lim_{r \to \infty} \beta(r) = \infty, \) and \( M_\beta = \sup_{r > 0} \frac{\beta'(r)}{\beta(r)} < \infty \)
(iii) For any \( s, \tau \geq 0, \ \beta(r) \leq \beta(s + \beta(s - r)) \)

Definition 2. System (7) is said to be \( \beta \)-stable in \( q \)-th moment (\( \beta\)-s.q.m), if there exists a function \( \beta \) satisfying Definition 1 and positive constants \( b_1 \) and \( \eta \) such that, for any \( \chi \in P_C([-1, 0]; \mathbb{R}^l) \cap L^q((\infty, 0]; \mathbb{R}^l), \)
\[ E(\| \chi(\tau) \|^q) \leq b_1 E(\| \chi(0) \|^q)^{\beta^{-1}(\tau)} \leq \beta^{-1}(\tau), \ \tau \geq 0, \] (11)

which is equivalent to
\[ \limsup_{\tau \to \infty} \frac{\ln E(\| \chi(\tau) \|^q)}{\ln \beta(\tau)} \leq -\eta, \] (12)
when \( q = 2 \), it is said to be \( \beta \)-stable in mean square.

3. Main Results

Theorem 1. Assume that \( V \in C^{1,2}([-1, \infty) \times S, \mathbb{R}_+), \) constants \( q > 1, \ e_1 > e_2 > 0, \ a_{i,p} \neq 0, \ a_{i,p} \neq a^2_{i,p} + a^2_{i,p}, \ y_1 > 0, \ y_2 > 0, \ y_3 > 0, \ j \in S, \) and \( p = 1, 2, \ldots, \) and a function \( \beta \) satisfying Definition 1 such that

(i) \( e_1 |\alpha|^q \leq V(\sigma, \tau, j) \leq e_2 |\alpha|^q \) and \( \forall (\sigma, \tau, j) \in \mathbb{R} \times [-1, \infty) \times S, \)
(ii) \( \forall \tau \in (\tau_p, \tau_p) \) and \( j \in S \) satisfying
\[ E(\int_0^{\tau} V(\psi(0), \psi, \tau, j)) \leq a^2 V(\psi(0) - G(\psi), \tau, j), \] (13)
where \( \forall \tau \geq 0 \) and those \( \psi \in P_C([-1, 0]; \mathbb{R}^l) \cap L^q((\infty, 0], \mathbb{R}^l) \) satisfying

(iii) \( \forall j \in S \) satisfying
\[ E\left\{ V(\psi(0) - G(\psi) + I_p(\psi(0), \psi(\theta), \tau_p, j)) \right\} \]
\[ \leq a_{i,p} E\left\{ V(\psi(0) - G(\psi), \tau_p, j) \right\} \]
\[ + \sup_{-I_0 > 0} E\left\{ V(\psi(0) - G(\psi), \tau_p, j) \right\}. \] (15)

Proof. For any \( \chi \in P_C([-1, 0]; \mathbb{R}^l) \cap L^q((\infty, 0], \mathbb{R}^l), \) let \( (\tau) = (\sigma, \chi) \) be the solution of (7) and \( m(\tau) = m(0) = \chi_0, \) where \( \forall \tau \in [-1, 0]. \) Let \( \delta > 0 \) be sufficiently small such that \( \tau + \delta \in (\tau_{p-1}, \tau_p). \) By using Itô formula, we obtain
\[ \mathbb{E}(V(\sigma(t + \delta) - G(\sigma_{r+\delta}), r + \delta, m(t + \delta))) = \mathbb{E}(V(\sigma(t) - G(\sigma_r), r, m(r))) + \int_0^{t+\delta} \mathbb{E}(\mathcal{LV}(\sigma_r, t, m(t)))dt. \] 

(16)

Let \( \delta \to 0 \), we can derive that, for \( r \in (t_{p-1}, t_p) \),
\[ D^*E(V(\sigma(t) - G(\sigma_r), r, m(r))) = \mathbb{E}(\mathcal{LV}(\sigma_r, r, m(r))), \]
where
\[ D^*g(r) = \limsup_{h \to 0^+} \frac{g(r + h) - g(r)}{h}. \] 

(18)

Let \( S(r) = \beta^{\mu_2}(r)\mathbb{E}(V(\sigma(t) - G(\sigma_r), r, j)) \), then we have
\[ D^*S(r) = \gamma_2^* \frac{\beta^*(r)}{\beta^*(r)} \beta^{\mu_2}(r)E(V(\sigma(t) - G(\sigma_r), r, j)) + \beta^{\mu_2}(r)E(\mathcal{LV}(\sigma(t), \sigma_r, r, j)). \]

(19)

By (iii), we obtain
\[ S(r^*) = \beta^{\mu_2}(r^*)(V(\sigma(t^*) - G(\sigma_{r^*}), r^*, j)) \leq a_{j,p}S(r^p) + \bar{\alpha}_{j,p}\beta^{\mu_2}(l) \sup_{-l \leq \theta \leq 0} S(r^p + \theta). \]

(20)

\[ s^{\beta^{\mu_2}}(l)\mathbb{E}\left( \max_{1 \leq j \leq N} V(\psi(0) - G(\psi), r, j) \right) \geq s^{\beta^{\mu_2}}(l)E(S(r) > \beta^{\mu_2}(l)S(r + \theta) \geq \mathbb{E}\left( \min_{1 \leq j \leq N} V(\sigma(t + \theta) - G(\sigma_{r+\theta}), r + \theta, j) \right). \]

(26)

Combining (26) with (19) and (ii), for \( r \in [\bar{r}, \bar{t}] \), we have
\[ D^*S(r) \leq \gamma_2^*M_\beta^{\mu_2}(r)E(V(\sigma(t) - G(\sigma_r), r, j)) + a_{j,p}M_\beta^{\mu_2}(r)E(V(\sigma(t) - G(\sigma_r), r, j)) \]
\[ = M_\beta^{\mu_2}(r)(\gamma_2 + a_j)E(V(\sigma(t) - G(\sigma_r), r, j)) \]
\[ \leq \mathbb{E}(\mathcal{LV}(\sigma_r, r, m(r))). \]

(27)

Then,
\[ C = S(\bar{r}) \leq S(\bar{t})e^{M_\beta(\gamma_2 + a_j)}(\bar{r} - \bar{t}) \leq \frac{C}{s} e^{M_\beta(\gamma_2 + a_j)}(\bar{r} - \bar{t}) \leq \frac{C}{s} e^{M_\beta(\gamma_2 + a_j)} \]
\[ \leq C. \]

(28)

This is a contradiction. Therefore, (23) holds. By (iii), we can derive
\[ S(r) = \beta^{\mu_2}(r)\mathbb{E}(V(\sigma(t) - G(\sigma_r), r, j)) \leq a_{j,p}S(r) + \bar{\alpha}_{j,p}\beta^{\mu_2}(l) \sup_{-l \leq \theta \leq 0} S(r + \theta) < \frac{C}{s} < C. \]

(29)

Now, we will prove that
\[ S(r) < C, \quad r \in (t_1, t_2]. \]

(30)

Suppose that (30) does not hold, there exists \( \bar{t}_1 \in (t_1, t_2] \) such that
\[ S(\bar{t}_1) = C, S(\bar{t}_1) < C, \quad r \in [\bar{t}_1, \bar{t}_1]. \]

(31)

By the continuity of \( S(r) \) in \( (t_1, t_2] \), there exists \( \bar{t}_1 \in (t_1, \bar{t}_1) \) satisfying
\[ S(\tau_1) = \frac{C}{s} S(\tau) > \frac{C}{s} \tau \in (\tau_1, \tau_1]. \]  
(32)

Thus, we obtain

\[
C = S(\tau_1) \leq S(\tau_1) e^{M_p(y_2 + \alpha_j) S(\tau)}
\]
(35)

This is a contradiction. Then, (30) holds. By induction, we can show that, for \( p = 1, 2, \ldots \),

\[ S(\tau) < C, \quad \tau \in (\tau_{p-1}, \tau_p]. \]  
(36)

Hence, we can derive for \( \tau \geq -1 \),

\[ S(\tau) < C. \]  
(37)

By (i) and (37), we obtain

\[
\epsilon_1 E[\sigma(\tau) - G(\sigma_\tau) \varrho] \leq E(V(\sigma(\tau) - G(\sigma_\tau), \tau, j)) \leq C\beta^{-y} (\tau),
\]
(38)

which implies that

\[
\beta^{y} (\tau) E[\sigma(\sigma) - G(\sigma_\tau) \varrho] \leq \frac{C}{\epsilon_1}.
\]  
(39)

On the other hand, for any \( T > 0 \), we have

\[
\sup_{0 \leq \tau \leq T} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho]) \leq 2^{\tau - 1} \sup_{0 \leq \tau \leq T} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho]) + 2^{\tau - 1} \sup_{0 \leq \tau \leq T} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho])
\]

\[
\leq 2^{\tau - 1} \sup_{0 \leq \tau \leq T} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho]) + 2^{\tau - 1} k^{\alpha} \sup_{0 \leq \tau \leq T} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho])
\]

\[
\leq 2^{\tau - 1} \sup_{0 \leq \tau \leq T} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho]) + 2^{\tau - 1} k^{\alpha} \sup_{0 \leq \tau \leq T} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho])
\]

\[
\leq 2^{\tau - 1} \frac{C}{\epsilon_1} + 2^{\tau - 1} k^{\alpha} \varrho \sup_{0 \leq \tau \leq T} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho]) + 2^{\tau - 1} k^{\alpha} \varrho \sup_{0 \leq \tau \leq T} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho])
\]

Then,

\[
\sup_{0 \leq \tau \leq T} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho]) \leq \frac{1}{1 - 2^{\tau - 1} k^{\alpha} \varrho (l)} \times \frac{C}{\epsilon_1} + k^{\alpha} \varrho (l) E\|\varrho\|^2.
\]

Letting \( T \to +\infty \), we have

\[
\sup_{0 \leq \tau \to +\infty} (\beta^{y} (\tau) E[\sigma(\sigma) \varrho]) \leq C_1,
\]  
(42)

where

\[
C_1 = \frac{1}{1 - 2^{\tau - 1} k^{\alpha} \varrho (l)} \times \frac{C}{\epsilon_1} + k^{\alpha} \varrho (l) E\|\varrho\|^2.
\]  
(43)

This implies that, for all \( \tau \geq 0 \),

\[
E[\sigma(\tau) \varrho] \leq C_1 \beta^{-y} (\tau).
\]  
(44)

Therefore,
where $\forall \tau \geq 0$ and those $\psi \in P \mathbb{C}([-l,0]; \mathbb{R}^i) \cap L^q((\infty,0], \mathbb{R}^i)$ satisfying

\[
E\left( \min_{1 \leq j \leq N} V(\psi(\theta), \tau + \theta, j) \right) \leq s \beta^\tau(l) E\left( \max_{1 \leq j \leq N} V(\psi(0) - G(\psi), \tau, j) \right).
\]  

(iii) $\forall j \in S$ satisfying

\[
E\left( V(\psi(0) - G(\psi) + J_p(\psi(0), \psi(\theta), \tau_p, j), r^\tau_p, j) \right) \leq a_{j,p} E\left( V(\psi(0) - G(\psi), \tau_p, j) \right) + \pi_{j,p} \sup_{-l \leq \theta \leq 0} E\left( V(\psi(\theta) - G(\psi(\theta)), \tau_p, j) \right). 
\]  

(iv) $\inf_{1 \leq p \leq \infty} \{r_p - r_{p-1}\} \geq \lambda.$

(v) For any $j \in S$, $\mu_j - \gamma > \ln(s)/\lambda$.

Then, the solution of system (7) is $\beta$-stable in $q$-th moment, where $2^{n-1}k^q \beta^\tau(l) < 1$ and $s = 1/\max_{j \in S, l \leq P} (\bar{a}_{j,p} + \bar{\pi}_{j,p} \beta^\tau(l)) > 1.$

Proof. For any $\chi \in P \mathbb{C}([-l,0]; \mathbb{R}^i) \cap L^q((\infty,0], \mathbb{R}^i)$, let $\sigma(\tau) = \sigma(\tau, \chi)$ be the solution of (7) and $m(\tau) = m(0) = m_0$, where $\forall \tau \in [-l,0]$. Since (v) is satisfied, we can choose $\delta > 0$ sufficiently small such that

\[
\mu_j - \gamma \geq \frac{\ln(s + \delta)}{\lambda}, \quad \forall j \in S.
\]  

Let

\[
S(\tau) = \beta^\tau(\tau) E\left( V(\sigma(\tau) - G(\sigma_r), \tau, j) \right).
\]  

For $\tau \in (r_{p-1}, r_p]$, we obtain

\[
D^\tau S(\tau) = \frac{\beta^\tau(\tau)}{\beta(\tau)} \beta^\tau(\tau) E\left( V(\sigma(\tau) - G(\sigma_r), \tau, j) \right) + \beta^\tau(\tau) E\left( \mathcal{L}^\tau V(\sigma(\tau), \sigma_r, \tau, j) \right).
\]  

By (iii), we can derive

\[
S(\tau_p^+) = \beta^\tau(\tau_p) E\left( V(\sigma(\tau_p) - G(\sigma_r), \tau_p^+, j) \right) \leq a_{j,p} S(\tau_p) + \pi_{j,p} \beta^\tau(l) \sup_{-l \leq \theta \leq 0} S(\tau_p + \theta).
\]  

Let $C > 0$ such that

\[
\sup_{-l \leq \theta \leq 0} S(\theta) < \frac{C}{s + \delta} \tag{53}
\]  

We will prove that, for $\tau \geq -l,$

\[
S(\tau) < C. \tag{54}
\]  

Using (51), it is obvious to see that

\[
S(\tau) < C, \quad \text{for } \tau \in [-l,0]. \tag{55}
\]  

Now, we will prove that

\[
S(\tau) < C, \quad \text{for } \tau \in (0, \tau_1]. \tag{56}
\]  

Otherwise, there exists $\bar{\tau} \in (0, \tau_1]$ satisfying $S(\bar{\tau}) = C$ and $S(\tau) < C$, for $\tau \in (-l, \bar{\tau})$. By the continuity of $S(\tau)$ in $[0, \tau_1]$, there exists $\tau \in [0, \bar{\tau}]$ satisfying

\[
S(\tau) = \frac{C}{s + \delta}, \quad S(\tau) > \frac{C}{s + \delta}, \quad \tau \in (\bar{\tau}, \bar{\tau}]. \tag{57}
\]  

For $\tau \in [\bar{\tau}, \bar{\tau}]$ and $\theta \in [-l,0]$, we obtain

\[
(s + \delta)S(\tau) > S(\tau + \theta). \tag{58}
\]  

Thus,

\[
(s + \delta)\beta^\tau(l) E\left( \max_{1 \leq j \leq N} V(\psi(0) - G(\psi), \tau, j) \right) \geq (s + \delta)\beta^{\tau+}(\tau)\beta^\tau(l) S(\tau) > \beta^{\tau+}(\tau)\beta^\tau(l) S(\tau + \theta)
\]

\[
\geq E\left( \min_{1 \leq j \leq N} \left( V(\sigma(\tau + \theta) - G(\sigma_r), \tau + \theta, j) \right) \right). \tag{59}
\]
Combining (59) with (51) and (ii), for \( \tau \in [\bar{\tau}, \tau] \), we obtain

\[
D^+ S(\tau) \leq \nabla M \beta'(\tau) \mathbb{E}(V(\sigma(\tau) - G(\sigma_j, \tau, j)) - \mu_j \nabla \beta'(\tau) \mathbb{E}(V(\sigma(\tau) - G(\sigma_j, \tau, j)))
= M_\beta \left(\gamma - \mu_j\right) \beta'(\tau) \mathbb{E}(V(\sigma(\tau) - G(\sigma_j, \tau, j))
= M_\beta \left(\gamma - \mu_j\right) S(\tau) \leq 0.
\]

which implies that

\[
S(\tau_1) \leq S(\tau_1^*) < C,
\]

which is a contradiction. If there is \( \overline{\tau}_1 \in (\tau_1, \tau_1) \) satisfying \( S(\overline{\tau}_1) \leq C/s + \delta \). By the continuity of \( S(\tau) \) in \( [0, \tau_1] \), there exists \( \tau \in [0, \tau_1] \) satisfying

\[
S(\tau_1) = \frac{C}{s + \delta} S(\tau) > \frac{C}{s + \delta}, \quad \tau \in (\tau^*, \tau_1].
\]

For \( \tau \in [\tau^*, \tau_1] \) and \( \theta \in [-1, 0] \), we obtain

\[
(s + \delta) S(\tau) > S(\tau + \theta).
\]

By (51) and (ii), for \( \tau \in [\tau^*, \tau_1] \) and \( \theta \in [-1, 0] \), we have

\[
D^+ S(\tau) \leq M_\beta \left(\gamma - \mu_j\right) S(\tau) \leq 0.
\]

Then,

\[
S(\tau_1) \leq S(\tau^*) = \frac{C}{s + \delta}
\]

This is a contradiction. Using (52), (56), and (62), it follows that

\[
S(\tau_1) = a_{j,1} S(\tau_1) + \overline{a}_{j,1} \beta'(l) \sup_{l \in [0, \delta]} S(\tau_1 + \theta)
\leq \frac{a_{j,1} + \overline{a}_{j,1} \beta'(l)}{s + \delta} C < C.
\]

Moreover, we can show that

\[
S(\tau) < C, \quad \forall \tau \in (\tau_1, \tau_2].
\]

Indeed, there is \( \tau_1 \in (\tau_1, \tau_2] \) satisfying

\[
S(\tau_1) = C, S(\tau) < C, \quad \tau \in [-l, \tau_1).
\]

There exists \( S(\tau) > C/s + \delta \) for \( \tau \in (\tau_1, \tau_1) \). Thus, \( (s + \delta) S(\tau) > S(\tau + \theta) \) for \( \tau \in (\tau_1, \tau_1) \) and \( \theta \in [-l, 0] \). Then, by (51) and (ii), for \( \tau \in (\tau_1, \tau_1) \), we obtain

\[
D^+ S(\tau) \leq M_\beta \left(\gamma - \mu_j\right) S(\tau) \leq 0,
\]

which implies a contradiction.
Case 2: there is \( \tau_1 \in (\tau_1, \tau_2] \) satisfying \( S(\tau_1) \leq C/s + \delta \).

Since \( S(\tau_2) > C/s \geq \delta \) and by the continuity of \( S(\tau) \) in \( (\tau_1, \tau_2) \), there is \( \tau \in [\tau_1, \tau_2] \) satisfying

\[
S(\tau) = \frac{C}{s + \delta}, \quad \tau \in (\tau_1, \tau_2].
\]  

(79)

For \( \tau \in (\tau_1, \tau_2] \) and \( \theta \in [-l, 0] \), we obtain

\[
(s + \delta)S(\tau) > S(\tau + \theta).
\]  

(80)

By (51) and (ii), for \( \tau \in (\tau_1, \tau_2] \), we have

\[
D^+S(\tau) \leq M_p(\gamma - \mu)S(\tau) \leq 0.
\]  

(81)

Then,

\[
S(\tau_2) \leq S(\tau_1) = \frac{C}{s},
\]  

(82)

which is a contradiction. By induction, we can show that, for \( p = 1, 2, \ldots \),

\[
S(\tau) < C, \quad \tau \in (\tau_{p-1}, \tau_p].
\]  

(83)

Finally, we can derive that, for \( \tau \geq -l \), \( S(\tau) < C \).

Proceeding as the proof of Theorem 1, we have \( \forall \tau \geq 0 \) and

\[
E|\sigma(\tau)|^2 \leq C_L \beta^{-\gamma}(\tau),
\]  

(84)

where

\[
C_L = \frac{1}{1 - 2^{\gamma-1}k^\beta(\gamma) \times 2^{\gamma-1}(\frac{C}{\gamma} + k^\beta)(\gamma)E[\|\eta\|^2]}
\]  

(85)

Therefore,

\[
\limsup_{\tau \to \infty} \frac{\ln E|\sigma(\tau)|^2}{\ln \beta(\tau)} \leq -\gamma,
\]  

(86)

as desired. \( \square \)

4. Example

Consider the following NISFDEwMS:

\[
\begin{align*}
    d(\sigma(\tau) - G(\sigma(\tau-1))) &= f_1(\sigma(\tau-1), \tau, m(\tau))d\tau + f_2(\sigma(\tau-1), \tau, m(\tau))d\omega(\tau), \quad \tau \neq \tau_p, \\
    \Delta\sigma(\tau_p) &= -e^\mu \sigma(\tau_p) + e^\mu \sigma(\tau_p - 1), \quad \text{and} \quad \tau_p = 0.5p, \\
    \sigma(\tau) &= \chi,
\end{align*}
\]  

(87)

where

\[
\begin{align*}
    f_1(\sigma(\tau-1), \tau, 1) &= -\frac{\alpha_1}{1 + \tau} \sigma(\tau) + \frac{\alpha_2}{1 + \tau} G(\sigma(\tau-1)), \\
    f_1(\sigma(\tau-1), \tau, 2) &= \frac{1}{2} f_1(\sigma(\tau-1), \tau, 1), \\
    f_2(\sigma(\tau-1), \tau, 1) &= \frac{\alpha_3}{1 + \tau} (\sigma(\tau) - G(\sigma(\tau-1))), \\
    f_2(\sigma(\tau-1), \tau, 2) &= \frac{1}{\sqrt{2}} f_2(\sigma(\tau-1), \tau, 1),
\end{align*}
\]  

(88)

where \( \varepsilon > 0 \) is arbitrary and \( l = 1 \). We assume that \( \alpha_1 \geq \alpha_2 > 0 \) and \( \alpha_3 \in \mathbb{R} \) such that \( \alpha_1 > \alpha_3/2 \), \( w(\tau) \) is standard one-dimensional Brownian Motion, and \( G: \mathbb{R}^+([-1, 0], \mathbb{R}^l) \to \mathbb{R}^l \) is Borel measurable such that \( G(0) = 0 \), and there exists \( k \in (0, 1) \) such that

\[
|G(\psi_1) - G(\psi_2)| \leq k \sup_{\theta \in [-l, 0]} |\psi_1(\theta) - \psi_2(\theta)|,
\]  

(89)

where \( \forall \psi_1, \psi_2 \in \text{PC}([-1, 0] \mathbb{R}^l) \) and

\[
\Gamma = \begin{pmatrix}
    -1 & 1 \\
    1 & -1\end{pmatrix}.
\]  

(90)

Let

\[
V(\sigma, \tau, 1) = V(\sigma, \tau, 2) = |\sigma|^2,
\]  

(91)

then

\[
\mathcal{L} V(\sigma(\tau), \sigma(\tau-1), \tau, 1) \leq 2(\sigma(\tau) - G(\sigma(\tau-1)))^T \left( -\frac{\alpha_1}{1 + \tau} \sigma(\tau) + \frac{\alpha_2}{1 + \tau} G(\sigma(\tau-1)) \right) + \frac{\alpha_3^2}{(1 + \tau)^2} |\sigma(\tau) - G(\sigma(\tau-1))|^2
\]  

\[\leq \frac{-2\alpha_1}{1 + \tau} (\sigma(\tau) - G(\sigma(\tau-1)))^T (\sigma(\tau) - G(\sigma(\tau-1))) + \frac{\alpha_3^2}{(1 + \tau)^2} |\sigma(\tau) - G(\sigma(\tau-1))|^2
\]  

\[\leq \frac{-1}{1 + \tau} \left( 2\alpha_1 - \alpha_3^2 \right) V(\sigma(\tau) - G(\sigma(\tau-1)), \tau, 1).
\]  

(92)
Figure 1: Response curve of Markovian switching in $m(\tau)$ in system (87).

Figure 2: Response curve of system (87) without impulses with initial condition $\chi(\tau) = \tau^2 - 1$.

Figure 3: Response curve of system (87) with impulses with initial condition $\chi(\tau) = \tau^2 - 1$. 
Then,

\[ E(\mathcal{L}V(\sigma(\tau), \sigma(\tau-1), \tau, 1)) \leq \frac{1}{1 + \tau} (2\alpha_1 - \alpha_3^2)E(V(\sigma(\tau) - G(\sigma(\tau-1)), \tau, 1)). \]  

(93)

Thus, \( \mu_1 = 2\alpha_1 - \alpha_3^2 \) and \( \beta(\tau) = 1 + \tau \).

By the same computation, we have

\[ E(\mathcal{L}V(\sigma(\tau), \sigma(\tau-1), \tau, 2)) \leq \frac{1}{2(1 + \tau)} (2\alpha_1 - \alpha_3^2)E(V(\sigma(\tau) - G(\sigma(\tau-1)), \tau, 2)). \]  

(94)

Thus, \( \mu_2 = 1/2(2\alpha_1 - \alpha_3^2) \) and \( \beta(\tau) = 1 + \tau \). For \( j = 1, 2 \),

\[
E(V(\psi(0) - G(\psi) \mid I_{p,j}(\psi(0), \psi(\theta), \tau_p, j), \tau_p, j)) \\
= E[\sigma(\tau_p) - G(\sigma(\tau_p - 1)) + \epsilon^p\sigma(\tau_p - 1) - \epsilon^p\sigma(\tau_p)]^2 \\
= E[(1 - \epsilon^p)(\sigma(\tau_p) - G(\sigma(\tau_p - 1))) + \epsilon^p(\sigma(\tau_p - 1) - G(\sigma(\tau_p - 1)))]^2 \\
\leq 2(1 - \epsilon^p)^2E[\sigma(\tau_p) - G(\sigma(\tau_p - 1))]^2 + 2\epsilon^2p \sup_{t \in [0, \tau_p]}(E(\sigma(\tau_p + \theta) - G(\sigma(\tau_p + \theta)))^2) \\
= a_{j,p}E(V(\sigma(\tau_p) - G(\sigma(\tau_p - 1)), \tau_p, j)) + \overline{a}_{j,p} \sup_{t \in [0, \tau_p]}(E(V(\sigma(\tau_p + \theta) - G(\sigma(\tau_p + \theta)), \tau_p, \theta, j))).
\]

where \( a_{j,p} = a_{2,p} = 2(1 - \epsilon)^2 \) and \( \overline{a}_{1,p} = \overline{a}_{2,p} = 2\epsilon^p \). Hence, we can choose \( \lambda, \gamma, \) and \( \epsilon > 0 \) such that \( \max_{t \in [0, \tau_p]}(1 - \epsilon^p)^2 < 1/4, \max_{t \in [0, \tau_p]}e^p2\gamma < 1/4, \lambda = 0.5, \mu_j - \gamma \ln(s)/\lambda, \) and

\[ s = \frac{1}{\max_{j \in [1, 2], t \in [0, \tau_p]}(a_{j,p} + \overline{a}_{j,p})^2} > 1. \]  

(96)

Then, system (87) is polynomially stable in mean square.

The response curve of the Markovian switching with \( m(0) = 1 \) is given in Figure 1. Taking \( G(x) = 1/2 \sin(x) \) and choosing \( \alpha_1 = 2, \alpha_2 = 1, \alpha_3 = 1, \) and \( \epsilon = 0.8, \) we obtain the response curve of solution of system (87) in Figure 2. In Figure 3, it can be seen that continuous dynamics of system (87) with initial condition \( \chi(t) = t^2 - 1 \) can be successfully stabilized by delayed impulses.

From Figures 2 and 3, although neutral SFDEwMS without impulsive effect may be polynomially unstable in mean square, adding impulsive effect may become polynomially stable in mean square, which implies that impulsive effect may change the stable behavior of a system.

### 5. Conclusion

In this paper, \( \beta \)-stability in \( q \)-th moment for NISFDEwMS is obtained. For future work, we will try to obtain the \( \beta \)-stability of random impulsive stochastic pantograph differential equation.
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