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�e research on crop pest identi�cation technology based on image analysis has important practical signi�cance for e�ectively
controlling the occurrence of crop diseases and insect pests (CDIP), improving crop yield and reducing the pollution of pesticides
to the environment. Aiming at the problems existing in crop pest recognition technology and aiming at improving the accuracy
and e�ciency of crop pest recognition, this study proposes a crop pest image recognition method based on transfer learning and
convolution neural network. Firstly, the crop pest image is geometrically operated to expand the crop pest image data set, and then
the expanded data set is divided into training set and test set. �en, Alexnet, VGG-16, and ResNet-50 models are pretrained on
ImageNet large image data set. Based on the theory of transfer learning, the learned model parameters are transferred to the small
sample image data set of crop diseases and insect pests in this paper, so as to train the crop diseases and insect pests recognition
model. �is method is tested on Image Database for Agricultural Diseases and Pests (IDADP).�e experimental results show that
the convolution neural network plant leaf image recognitionmethod based on transfer learning has better e�ect. It can quickly and
accurately diagnose crop diseases, reduce the use of pesticides and fertilizers, and improve the yield and quality of crops.

1. Introduction

Diseases and insect pests directly a�ect the yield of crops in
agricultural production. It is of great signi�cance to timely
and e�ectively control the crop diseases. �e research
purpose of this paper is to apply the arti�cial intelligence
technology in the �eld of computer, aiming at the problems
existing in the identi�cation technology of crop diseases and
insect pests, and aiming at improving the accuracy and
e�ciency of crop diseases and insect pests identi�cation,
detect the plant diseases and insect pests image, identify the
diseases and insect pests of crops, so as to carry out targeted
drug use for the diseases and insect pests crops, and reduce
drug waste and pollution. In the process of crop planting, it
is often a�ected by various adverse environmental factors,
which destroys its metabolic process, leads to the occurrence
of crop diseases, makes crops unable to develop normally,
causes losses to agricultural production, and indirectly

a�ects crop yield and product quality [1, 2]. Due to the long
cycle of biological control and ecological control, the current
pest control method is still through chemical control. �e
causes of di�erent diseases and pests of crops are di�erent, so
the pesticides used in prevention and control are also dif-
ferent [3].�e long-term extensive use of chemical fertilizers
and pesticides has caused serious pollution to the envi-
ronment. �erefore, the correct identi�cation of CDIP plays
an important guiding role in the prevention and control of
CDIP [4]. In the actual production process, agricultural
workers encounter the following problems when identifying
crop diseases: the initial symptoms of CDIP are often vague,
and ordinary agricultural workers lack comprehensive
knowledge of CDIP diagnosis. �ey usually spray a large
amount of pesticides on crops when the incidence of CDIP is
serious [5]. Although crop protection experts have a lot of
knowledge on diagnosis of plant diseases and insect pests,
due to their busy work and large service area, they do not
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have time to often diagnose CDIP for themajority of farmers
and provide consulting services for the prevention and
control of CDIP for the majority of farmers [6]. ,e
symptoms of CDIP are complex and fuzzy. ,e traditional
diagnosis methods of CDIP include agricultural diseases and
insect pests Atlas method, agricultural diseases and insect
pests method, and classification key table method. ,ese
methods are difficult for ordinary agricultural workers to
master certain professional knowledge of agricultural dis-
eases and insect pests [7]. Moreover, the description of
symptoms adopts language and words, which is fuzzy, so the
detection method is time-consuming and laborious; it se-
riously affects the accuracy of pest prediction.

In recent years, with the development of information
technology and the improvement of people’s living stan-
dards, agricultural workers can easily obtain and process the
pictures of crop diseases from outdoors. ,e application of
new agricultural production technologies such as “precision
agriculture” and “digital agriculture” has made the tradi-
tional agricultural production develop towards automation
and intelligence [8]. Using high-tech means such as image
processing technology and pattern recognition technology
to judge the damage status of CDIP, and then take corre-
sponding disease control measures in time can reduce hu-
man and financial resources, which is conducive to the
intelligent development of crop cultivation management [9].
Image processing and pattern recognition technology are
widely used in agricultural robots, precision agriculture, and
other fields, which can be used as a good reference for the
research on the diagnosis and recognition of CDIP [10].
,rough in-depth learning, the pest image is segmented,
effective features are extracted and classified, so as to quickly
and accurately identify the types of pests and diseases, so as
to realize the automatic and intelligent identification of
CDIP [11]. If the image processing technology and pattern
recognition technology can be used to automatically and
accurately identify CDIP, and then combined with the bi-
ological characteristics such as texture, shape, and color of
the disease spot image when the crop is infected, the disease
types of CDIP can be quickly identified, so as to reduce the
loss of agricultural producers caused by agricultural diseases
and reduce the pollution of pesticides to agricultural
products and the environment. It is of great significance to
improve the economic benefits [12].

Traditional feature-based CDIP recognition methods
need complex preprocessing and feature extraction opera-
tions, and there is no unified conclusion on the quality of the
extracted features. ,e convolution neural network can
directly take the crop image as the input of the network, and
can automatically extract the image features of CDIP
without preprocessing [13]. Moreover, the features extracted
by the convolution neural network have stronger discrim-
ination and generalization ability than the manually
designed features. However, the training of deep convolu-
tion neural network model usually requires a large number
of labeled samples. Without sufficient training data, the
model is likely to fall into overfitting. Only when the network
structure is complex and the number of training samples is
large enough, the convolutional neural network can show

excellent performance, but it is very difficult to obtain large-
scale labeled data at present. ,e proposal of transfer
learning solves the above problems caused by the lack of
training samples, and has been widely used in the field of
image recognition. Considering that the CDIP database
belongs to a small sample database, based on the transfer
learning theory, this paper applies the pretrained AlexNet,
VGG-16, and ResNet-50models to the classification of CDIP
images [14, 15].

2. Related Work

With the perfection of computer vision technology, using
image processing technology to realize image segmentation,
feature extraction and classification and recognition of CDIP
has become the main research direction. In recent years,
scholars have conducted research on CDIP image seg-
mentation technology, feature extraction technology, and
disease diagnosis and recognition technology, and have
made many achievements, but there are still some problems
that need to be further studied and improved, mainly in the
following aspects: the external symptoms of crop leaves are
relatively complex, using the color, texture, and single
characteristic parameters such as shape cannot better de-
scribe the characteristics of CDIP, which will affect the
correct identification of CDIP. Traditional pattern recog-
nition methods are used in most crop leaf disease recog-
nition. For complex crop disease images, it is difficult to
obtain ideal training patterns and classification results.
Aiming at the problems existing in the research of CDIP
identification technology, aiming at improving the accuracy
and efficiency of CDIP identification, this study developed a
good interactive crop leaf disease model [16, 17]. Taking
CDIP as the research object, this paper studies the key
technologies such as image segmentation, feature extraction,
disease diagnosis, and recognition of crop leaf diseases and
pests, so as to diagnose CDIP quickly and accurately, reduce
the use of pesticides and fertilizers, and improve crop yield
and quality. ,e application fields of machine learning in-
clude pattern recognition, data mining, statistics, computer
vision, speech recognition, and natural language processing
[18, 19]. ,e concept of deep learning comes from the re-
search of artificial neural network, but its development
solves many problems that traditional artificial intelligence
cannot solve, and speeds up the application of artificial
intelligence in real society. ,e deep learning method is
divided into supervised learning method and unsupervised
learning method, which mainly includes three steps: forward
propagation, loss calculation, and back propagation [20].
Deep learning involves knowledge in many fields, such as
linear algebra, probability theory, and biology. In recent
years, scholars have applied various deep learning structures
to crop phenotype analysis and pest identification, including
DCNN, RCNN, GoogleNet, ResNet, SegNet, AlexNet,
VGGNet, ResNeXt, SqueezeNet, GAN, LeNet18, and ZFNet.
At present, deep learning structure performs well in a wide
range of plant phenotypic classification tasks, such as plant
recognition based on leaf vein pattern, leaf count, tassel
count in maize, ear segmentation, root and stem location
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and feature detection, flowering detection, and plant rec-
ognition[21].

With the development of computer vision technology,
the application of computer image processing technology
and pattern recognition technology in agricultural pest
identification is gradually carried out. Combined with the
external characteristics of the color, texture, and shape of
crop diseases and pests, the image processing technology
and pattern recognition technology are used to recognize the
crop disease image [22]. While obtaining the leaf image of
diseases and pests, the knowledge of the type, degree, and
control method of diseases and pests can be displayed to the
user in real time. ,erefore, the diagnosis of crop leaf dis-
eases based on computer vision technology is effective. ,e
research on crop disease recognition can be divided into
several aspects: disease spot image segmentation; Disease
image feature extraction; Disease image classification and
recognition. Machine learning is a method based on a large
amount of data, using the existing massive data to analyze
and infer a certain model and use it to predict the future [23].
It is divided into supervised learning, unsupervised learning,
and reinforcement learning. ,e classical algorithms of
machine learning include decision tree algorithm, artificial
neural network algorithm, support vector machine algo-
rithm, and naive Bayesian algorithm. Deep learning is the
extension of neural network algorithm in machine learning.
Depth refers to the number of layers of neural network
[24, 25]. It only solves the disadvantage of single-layer
learning machine andmedium-level learning machine. With
the development of machine learning, it will automatically
learn the high-level features implied in the data, and
gradually improve with the improvement of the model and
the expansion of training data, so as to develop deep
learning. Common neural networks for deep learning in-
clude recurrent neural network (RNN), Convolutional
Neural Network (CNN), Restricted Boltzmann Machine
(RBM), and Deep Belief Network (DBN) [26, 27].

,ere are also a lot of applications in plant phenotype
detection under pest stress. Mohanty et al. [28] used 54306
images to train DCNN (AlexNet and GoogleNet Architec-
ture) to identify 26 diseases from 14 different crop species.,e
training model using color images in GoogleNet achieved
99.35% accuracy. Ferentinos [29] used VGG CNN and
achieved 99.5% success rate in detecting plant phenotypic
stress. Amanda et al. [30] trained the INVONCE-v3model for
five cassava diseases. ,e results showed that the recognition
accuracy of three cassava diseases (cassava brown strip,
cassava mosaic disease, and brown spot) and two mites was
good, and the average accuracy of the test data was 93%. Lu
et al. [31] deployed a new architecture called deep multipoint
learning (DMIL) on the top of the wheat disease database
(WDD2017). ,e database contains 9230 images of 6 com-
mon wheat diseases and 7 different categories of healthy
wheat. Among them, VGG-FCN is better than VGG-CNN in
the recognition accuracy of disease categories. Ubbens et al.
[32] used artificial neural network and support vector ma-
chine as pattern recognition methods to classify insects, and
designed a new automatic insect specimen image recognition
system, with the stability and accuracy of 93%.

3. Identification of CDIP Based on Transfer
Learning and Convolution Neural Network

3.1. -ree Convolutional Neural Network Structures

3.1.1. AlexNetNetwork Structure. ,e AlexNet model con-
sists of five convolution layers and three pooling layers,
including three fully connected layers. ,e structure of
AlexNet is similar to that of LeNet, but more convolution
layers and more parameter space are used to fit the large-
scale data set ImageNet. It is the boundary between the
superficial nerve collaterals and the deep nerve collaterals.
AlexNet model adds ReLU activation function after each
convolution, which solves the gradient disappearance
problem of sigmoid and makes the convergence faster. ,e
random discard technique (dropout) is used to selectively
ignore a single neuron in the training to avoid overfitting of
the model (data enhancement is also used to prevent
overfitting). A normalized LRN (Local Response Normali-
zation) layer is added to improve the accuracy. Overlapping
Max pooling, that is, the pooling range z is related to the step
size s. z> s avoids the average effect of average pooling.

AlexNet successfully uses ReLU as the activation func-
tion of CNN, which verifies that its effect exceeds sigmoid in
deeper networks, and successfully solves the gradient dis-
persion problem of sigmoid in deeper networks. During
training, dropout is used to randomly ignore some neurons
to avoid overfitting of the model. It is generally used in the
full connection layer. Dropout is not used in prediction, that
is, dropout is 1 overlapping maximum pooling (step size less
than convolution kernel) is used in CNN. Previously, CNN
generally used average pooling, and the use of maximum
pooling can avoid the fuzzy effect of average pooling. At the
same time, the overlapping effect can improve the richness
of features. ,e LRN (Local Response Normalization) layer
is proposed to create a competition mechanism for the
activities of local neurons, so that the value with large re-
sponse becomes relatively larger, inhibit other neurons with
small feedback, and enhance the generalization ability of the
model.

3.1.2. VGG-16Network Structure. VGG-16 has a total of 16
layers, including 13 convolution layers and 3 fully connected
layers. Layers are separated by Max pooling, and the acti-
vation units of all hidden layers adopt ReLU function. Using
the pool layer as the boundary, VGG16 has 6 block struc-
tures, and the number of channels in each block structure is
the same. Both convolution layer and full connection layer
have weight coefficients, and the pooling layer does not
involve weight. For VGG16 convolution neural network,
convolution layer and pooling layer are responsible for
feature extraction, and the last three full connection layers
are responsible for completing the classification task. VGG
uses the convolution layer of multiple smaller convolution
cores (3∗ 3) to replace the larger convolution layer of one
convolution core. On the one hand, it can reduce the pa-
rameters; on the other hand, it is equivalent to more
nonlinear mapping, which can increase the fitting/
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expression ability of the network. All convolution layers are
convolution cores of 3∗ 3, and the pool core of pool layer is
2∗ 2. VGG16 is a large network with 138 million parameters
in total. ,erefore, its main disadvantage is that the number
of features that need to be trained is very large.

3.1.3. Resnet-50Network Structure. In convolutional neural
network, each layer of neurons is only connected with the
left and right adjacent neurons, that is, the input data is
received from the previous layer and transmitted to the next
layer. In this way, the connection between adjacent layers
not only restricts the diversity of the network, but also easily
leads to the deepening of the number of network layers and
the difficulty of model training. To solve this problem,
ResNet network solves the problem of the decline of deep
network training efficiency by means of cross-layer con-
nection and fitting error term. Residual connection module
is the core architecture of ResNet network, and identity
mapping is its main idea. In the process of forward prop-
agation, the network without residual module obtains the
final output result of the network after convolution, pooling,
and other operations. ResNet uses a global mean pooling
layer. Using the residual module, the residual network of 152
layers can be trained. ResNet-50 mainly uses 3× 3 convo-
lution. ResNet-50 has two basic blocks, one is identity block.
,e input and output dimensions are the same, so multiple
blocks can be connected in series, another basic block is
Conv Block. ,e input and output dimensions are different,
so they cannot be connected in series. Its function is to
change the dimension of the eigenvector.

3.2. Transfer Learning NetworkModel. Transfer learning is a
machine learning method that uses existing knowledge to
solve problems in different but related fields. Its goal is to
complete the transfer of knowledge between related fields.
For convolutional neural networks, transfer learning is to
successfully apply the “knowledge” trained on specific data
sets to new fields.

,ere are usually two methods to apply transfer learning
to convolutional neural networks. One is to use the pre-
training model with learning weight to obtain the features to
be used in the new problem, that is, the pretraining network
model is used as the feature extractor. At this time, the
output of the network extracts the features of interest in the
part in front of the last full connection layer. ,e other is to
use the new data set to train the network to fine-tune the
network weight. In this case, the number of output layer
nodes must be modified to match the number of categories
in the new problem. In addition, in both cases, the input data
must match the input size of the pretraining network. ,e
specific transfer learning method depends on the size dif-
ference between the target data set and the original data set
and the similarity between them. If the target data set is very
small and they are similar, in order to prevent overfitting, the
pretraining model is usually used as a feature extractor, on
the contrary, fine-tuning is adopted.

In this paper, the above three deep convolution neural
network models are used for pretraining on the large image

data set of ImageNet. Based on the theory of transfer
learning, the learnedmodel parameters are transferred to the
small sample image of CDIP in this paper. On the basis of
not changing other parameters, the number of neurons in
the last full connection layer is replaced by the number of
crop disease species. Because the data set used in this paper is
very small and the possibility of overfitting is relatively large,
the trained network model is used as a feature extractor, that
is, the depth features of CDIP images are extracted with the
trained model, and finally the extracted features are put into
the Softmax classifier for classification training. ,e model
architecture is shown in Figure 1.

In the transfer learning model in Figure 1 above,
autoregression and automatic encoder are the most com-
monly used self-supervised learning methods. Autore-
gression aims to predict the occurrence probability of the
next word by using the previous word sequence (language
model). ,e purpose of automatic encoder is to reconstruct
the original data of damaged input sentences, such as
masking a word in the sentence, or disturbing the word
order. ,ese self-supervised learning methods are used to
learn the context-sensitive representation of words. When
doing specific tasks, the purpose of fine-tuning is to use its
labeled samples to adjust the parameters of the pretraining
network. Take Bert (a popular pretraining model) as an
example to judge whether the two sentences have the same
semantics. ,e input is two sentences, and the corre-
sponding coding representation of each sentence is obtained
through Bert. ,e first hidden node of the pretraining model
can be simply used to predict the probability that the two
sentences are synonymous sentences. At the same time, an
additional linear layer and Softmax need to be added to
calculate the distribution of classification labels. ,e pre-
dicted loss can be transmitted back to Bert, and then the
network can be fine-tuned, of course, can also design a new
network for specific tasks and take the results of pretraining
as its input.

3.3. Selection of Classifier. ,e classification result is the
convolution feature obtained by the classifier through
training and learning pool. ,e classifier selected in this
paper is Softmax classifier. Softmax regression algorithm is
to analyze the relationship between the probability of the
dependent variable taking a certain value and the inde-
pendent variable. In essence, it can solve the problem of
multiple classifications. ,e output results represent the
probability that the sample belongs to each attribute, and
then select the corresponding category corresponding to the
optimal probability from these results as the category of the
sample prediction results. For the n classification problem,
given a sample x, the conditional probability formula of
Softmax regression calculation is,

P(y � c | X) � softmax Wn
TX(  �

exp W
T
c X 


n
c�1 exp W

T
c X 

, (1)

where, y represents the category label, and y ∈ 0,1,2, . . . ,n{ },
Wc represents the weight of category c.
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Assuming that the loss function is J(θ), h(x) represents
the function to be fitted, where θ is the parameter and m
represents the number of all samples, the loss function
expression is,

J(θ) �
1
2m



m

i�1
y

i
− hθ x

i
  

2
, (2)

where, h(θ) � 
n
j�0 θjxj, n represents the number of

features.

4. Experimental Test and Analysis

4.1.DataSet andDataExpansion. ,is paper constructs the
construction of convolutional neural network model, the
migration training and testing of pretraining model. ,e
experiment uses IDADP to evaluate the performance of
this method. IDADP provides CDIP image sample re-
sources required for scientific research. IDADP is built by
Hefei Institute of intelligent machinery, Chinese Acad-
emy of Sciences, together with Subtropical Agricultural
Ecology Research Institute and Remote Sensing and
Digital Earth Research Institute. It integrates CDIP image
sample resources. Each kind of CDIP has hundreds to
thousands of high-quality images; it can provide sample
data for machine learning modeling for CDIP recognition
research. Some images of CDIP are shown in Figures 2
and 3.

In order to reduce the overfitting phenomenon, each
image is randomly flipped horizontally and vertically to
expand the data set. Before using convolutional neural
network to process the image, the sample is first de-aver-
aged, and the formula is

x′ � x − μ, (3)

where, x′ is the sample after removing the mean value, x is
the original sample, and μ is the sample mean value.

4.2. Experimental Setup and Evaluation Index. For the
AlexNet model, the image size of CDIP is uniformly
modified to 224∗ 224 pixels to train the IDADP data set
without changing other parameters. Among them, the batch
size of the network is set to 32, the learning rate is 0.001, the
number of iterations is 5000, and the dropout is 0.5. ,e
random gradient descent method is used for training.

For VGG-16 model, the image size of CDIP is uniformly
modified to 227∗ 227 pixels to train the IDADP data set
without changing other parameters. Among them, the batch
size of the network is set to 64, the learning rate is 0.001, the
number of iterations is 3000, and the dropout is 0.5. ,e
random gradient descent method is used for training.

For ResNet-50 model, the image size of CDIP is uni-
formly modified to 224∗ 224 pixels, using the pretrained
ResNet-50 model as the feature extractor to extract the
feature vector of the IDADP data set, and then input the
feature vector into the Softmax classifier to obtain the
classification result. Among them, the batch size of the
network is set to 128, the learning rate is 0.01, the number of
iterations is 4000, and the dropout is 0.5. ,e random
gradient descent method is used for training.

,e accuracy of the test set is used to evaluate the quality
of the experimental method. ,e calculation formula is as
follows:

Acc �
m

n
, (4)

where, m represents the number of correct test images, and n

represents the total number of test set images.

4.3. Analysis of Experimental Results. As shown in Figures 4,
5, and 6, the curves of the accuracy and loss value of AlexNet,
VGG-16, and ResNet-50 on the training set and test set with
the number of iterations are shown, respectively.

As can be seen from Figure 4, there is a certain gap
between the loss value of the training set and the test set of

Transfer Learning

Image classification and 
recognition

Learning

Image classification and 
recognition

CDIP Identification

Figure 1: Architecture of transfer learning.
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1 Grape diseases 2 Grape diseases 3 Grape diseases 4 Pea disease 5 Pea disease 

6 Watermelon disease 7 Watermelon disease 8 Corn diseases 9 Corn diseases 10 Corn diseases 

11 Cucumber disease 12 Cucumber disease 13 Rice disease 14 Rice disease 15 Rice disease 

Figure 3: Sample pictures of CDIP.
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Figure 4: Accuracy and loss function curves of AlexNet (a) Accuracy value (b) Loss value.

1 Corn pests 2 Corn pests 3 Corn pests 4 Soybean diseases 5 Soybean diseases

6 Rice pests 7 Rice pests 8 Rice pests 9 Cucumber disease 10 Cucumber disease

11 Wheat diseases 12 Wheat diseases 13 Wheat diseases 14 Pea disease 15 Pea disease

Figure 2: Sample pictures of CDIP.
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the AlexNet. When iterating for 2000 times, the loss value of
the test set tends to be about 0.25 and hardly changes. As can
be seen from Figure 5, when the VGG-16 is iterated for 1000
times, the accuracy curve of the test set will not change. At
the same time, there is a certain gap between the loss value of
the training set and the test set, and the loss value of the test
set is about 0.53, resulting in overfitting. As can be seen from
Figure 6, the change trend of loss curve of ResNet-50 on the
test set and training set is basically the same, and the ac-
curacy and loss value are basically stable when iterating 4000
times, and the convergence ability of the model is very good.

Based on the above, it can be seen from the accuracy and
loss curve of the three models that ResNet-50 model per-
forms better than the other two models in the small sample
IDADP in this paper. In order to observe the influence of
different gradient optimization algorithms on the accuracy
of the test set, three gradient descent algorithms of SGD,
moment, and Adam are used to train the three models,

respectively. ,e specific parameter configuration of the
three gradient descent algorithms is shown in Table 1.

In Table 1 above, “—” indicates that this parameter is not
used. ,e three models are trained with different gradient
descent algorithms.,e loss curve of the training set and the
accuracy curve of the test set are shown in Figures 7, 8, and 9.

It can be seen from Figures 7, 8, and 9 that for the three
models, different gradient descent algorithms are used for
training, and the change trend of the loss curve of the three
training sets is consistent with that of the accuracy curve of
the test set. From the loss curve of the training set of the three
models, it can be seen that in the early stage of decline,
momentum, and Adam training methods have been well
accelerated, while SGD training method is relatively slow. In
the middle and late period of decline, the momentum term
of momentum method increases the update amplitude and
jumps out of the local minimum value, which can converge
quickly. However, Adam algorithm oscillates repeatedly
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Figure 5: Accuracy and loss function curves of VGG-16 (a) Accuracy value (b) Loss value.
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Figure 6: Accuracy and loss function curves of ResNet-50 model (a) Accuracy value (b) Loss value.
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near the local minimum value, which makes the function
unable to converge. From the test set accuracy curves of the
three models, it can be seen that the accuracy of Adam
algorithm in the test set is higher than that of momentum
algorithm, and the accuracy of SGD algorithm in the test set
is the lowest, but there is little difference between the three. It
should be noted that the momentum is helpful to accelerate
convergence, but its role is almost negligible due to its small

learning rate and simple data set. ,is is why SGD is widely
used in small sample data sets.

It can be seen that this is because the feature-based CDIP
identification method mainly relies on manual extraction of
crop features, and there is no unified conclusion about the
quality of the features. Moreover, this method only extracts
the crop shape features and texture features according to the
previous experience to describe CDIP. ,is method uses the
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Figure 7: Accuracy and loss function curves of AlexNet model (a) Accuracy value (b) Loss value.
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Figure 8: Accuracy and loss function curves of VGG-16 model (a) Accuracy value (b) Loss value.

Table 1: Specific configuration of different gradient descent algorithms.

Method Momentum coefficient First moment Second moment
SGD — — —
Momentum 0.913 — —
Adam — 0.946 0.982
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powerful feature extraction ability of migration learning and
CNN to extract the image features of CDIP, and the
extracted features are more comprehensive. ,erefore, this
method performs better in small sample CDIP image data
set, which further shows that the convolution neural net-
work method based on migration learning can be better
applied to CDIP image data set with small sample size.

5. Conclusions and Future Work

In this paper, a method of CDIP recognition based on
convolution image is proposed. ,is paper first introduces
the three transfer learning models AlexNet, VGG-16, and
ResNet-50 to be used in this paper, and then gives the
corresponding model architecture. Considering that the
image data set of CDIP in this paper belongs to small sample
data set, this paper applies the above three deep convolution
neural network models to pretrain on ImageNet large image
data set, based on the theory of transfer learning,,e learned
model parameters are transferred to the small sample image
data set of CDIP in this paper. Finally, experiments are
carried out in the IDADP database.,e accuracy of the three
models in the training set and test set and the change of their
loss value with the number of iterations are analyzed on the
IDADP database, which verify the effectiveness of the
method proposed in this paper.

,e follow-up work will deeply study the structure of
convolutional neural network, and study the influence of
convolution kernel size, pool size, learning rate, iteration
times, pool mode, and other network parameters on the
convolutional neural network. At the same time, increase the
scale and types of training samples to increase the accuracy
of CDIP identification.
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