Sun is the sustainable and abundantly available alternative resource on the planet Earth. The uncertain nature of the source caused due to various environmental factors increases the need to quantify the irradiation potential at the targeted location, especially for power smoothing processes, solar-fed electrical applications, and the utility grid. The irradiation measuring devices lead to appropriate maintenance and more expenses and are ineffective under dynamically varying irradiation conditions. Hence, a robust ML-based forecasting technique is sufficient to predict GHI under dynamically varying irradiation profiles caused by various environmental factors. Therefore, this study focuses on short-term (hourly) GHI forecasting using the FFBP-LM-ANN approach. In most of the related articles, the selection of independent variables and designing the network is being a challenge and obstacle in attaining fast and efficient prediction. Such a scenario increases the overall computation complexity and understanding. Hence, this study was intended to use a simple process to crucially select 5 environmental factors and to optimally choose the number of neurons for designing the network for better irradiation prediction. Thus, the network is designed with an input layer of 5 selected environmental variables and one hidden layer with 20 neurons, and hourly GHI in the output layer is performed. The approach is trained using the Levenberg-Marquardt BP algorithm in MATLAB toolbox, with the help of a 4-year dataset received for the rooftop panels of VIT University, Chennai, from NREL. The performance of the model during training and testing was validated and analyzed using 9 performance matrices. As a result, FFBP-LM-ANN satisfactorily predicts hourly GHI for the targeted location based on rRMSE of 7.21%, MAE of 0.042, MBE of 0.000492, R of 0.96, MAPE of 44.4%, MRE of 9.5%, and NSE of 94% obtained under testing process. Moreover, the model has performed much better when compared with 9 related models that exist in literature based on the input variables used, network design, epoch, and RMSE. Subsequently, such a predictor will be adaptable and more suitable for the explicit prediction of hourly GHI for different regions across the world having varying climatic conditions, since the study model is designed for locations facing robust climatic nature. More importantly, the designed model is superior with only environmental variables, which are rarely found in the article, rather than geographical variables, which are predominantly used in most of the related literature.
instrument should be essential in PV sites, which are expensive, causes maintenance issues, and are less effective during dynamically varying environmental conditions. But accessing the availability of exact irradiation at the desired location should be accurately known for the power smoothing process, solar-fed electric vehicles/appliances, and also to tackle various grid-related problems [3]. Therefore, the knowledge of knowing short-term irradiation potential is essential to designers for the effective utilization of resources before building a panel for the appropriate applications [4, 5]. There are numerous reviews that have been conducted on various Machine Learning-based irradiation forecasting techniques in the development of solar PV systems [6–16]. It summarizes that ANN predictor finds superior performance under all climatic and environmentally varying conditions when efficient training algorithm, architecture, and specifically selected attributes were incorporated. It also has the dominating features of performing faster computation and handling highly nonlinear datasets compared with other approaches [17, 18]. Therefore, this article was intended to focus on effective training algorithms, simple attributes selection process, and the quicker network design for ANN in attaining the efficient prediction were discussed.

The training algorithms used in the backpropagation process of ANN are Gradient Descent (GD), Bayesian Regularization (BR), Levenberg–Marquardt (LM), and scaled conjugate gradient (SCG) [19]. Some of the neural networks, which undergone analysis with various backpropagation training algorithms, are as follows [20]: conducted FFBP-ANN model to predict daily average GSR using metrological data such as maximum ambient air temperature, minimum ambient air temperature, minimum relative humidity, and day of the year for the site in Madura city, Tamil Nadu. Here, 3 ANN models were designed with different combinations of features mentioned above using two backpropagation training algorithms such as LM and GD. Finally, it was concluded that the FFBP-LM model with minimum air temperature and day of the year outperforms the other models based on MAPE and MSE obtained. Reference [21] proposed two FFBP-ANN with different combinations of the dataset for prediction monthly average GSR using 9 metrological variables such as latitude, longitude, altitude, year, month, mean ambient air temperature, mean station level pressure, mean wind speed, and mean relative humidity for 5 different locations in India (Bangalore, Chennai, Kolkata, New Delhi, and Mumbai). The models were designed with different BP training algorithms such as GD, LM, RP, and SCG. The optimal architecture was designed based on minimum MSE and higher R-value attained by checking the performance with a different number of neurons in the hidden layer. It is concluded that both ANN models outperform well using the LM training process with better MAE, RMSE, and R values. In [22], the average daily solar radiation prediction in Kuwait City was performed by the FFBP-ANN model. The dataset for 5 years was received from 5 different sites in Kuwait. For better generalization and to avoid overfitting issues, the ANN model with GD and LM algorithm for 10 neurons in the hidden layer is developed and gets MAPE = 86.3 and MAPE = 85.6, respectively. Further, the model with neurons of 1460 has been designed and obtained a MAPE of 94.75. Hence, it is finalized that better performance has been achieved in the case of the LM-ANN model. Likewise, the research proved the effectiveness of the Levenberg–Marquardt (LM) based learning process used in backpropagation. Therefore, it has been taken under consideration by more researchers and industrialists in using LM based backpropagation algorithm for ANN in the irradiation forecasting fields. Some of its contributions are as follows [23]: it performed FFBP-LM-ANN with multiple hidden layers for monthly average GSR prediction in Nigeria using 5 metrological variables such as min and max temperature, mean relative humidity, wind speed, and sunshine hours. The performance was evaluated using statistical tools such as RMSE, R², and MAPE. Reference [24] conducted FFBP-LM-ANN-based GHI prediction for new Delhi using Latitude, Longitude, Elevation, and meteorological parameters such as Months of a year, Days of a month, Temperature, Atmospheric Pressure, Humidity, and Wind Speed. The performance was evaluated using MSE and R. [25] proposed a hybrid Boruta Algorithm and FFBP-NN for hourly global radiation prediction using 13 features such as the month of the year, day of the month, an hour of the day, air temperature, relative humidity, surface pressure, wind speed at 3 meters, wind direction, peak wind direction at 3 meters, diffuse horizontal irradiance, direct normal irradiance, azimuth angle, and solar zenith angle of Buraydah in Saudi Arabia. Here, the feature selection process is performed by dividing the entire dataset into three sets of input features by which the optimal input features set is retrieved by the Boruta Algorithm based on the prediction accuracy obtained by a neural network. The performance is evaluated using MAPE, MSE, RMSE, and R². Reference [26] performed FFBP-LM-ANN method with multiple hidden layers for hourly GSR prediction using 5 (selected variable using Cosine Amplitude Method (CAM)) metrological variables such as hourly actual pressure, wind speed, wind direction, relative humidity, and average temperature. To reduce the variance and increase the prediction accuracy, the optimal parameters of the network were chosen based on the trial-and-error method. It was performed by designing 20 ANN models with different combinations of parameters and functions, whose performance is evaluated using correlation coefficient and MSE. Reference [27] conducted spatial, temporal, annual, and 2-year (2018 and 2019) ahead solar radiation prediction using FFBP-LM-ANN approach by considering input variables such as latitude, longitude, day of the year, and year collected for 36 data points in Nigeria from 1979 to 2014. The optimal design of the model was chosen based on the RMSE value attained during testing. The performance of the model was evaluated using R². In [28], the daily solar radiation prediction using the FFBP-LM-ANN model was performed for the site in Hamirpur, Himachal Pradesh. The optimal design with minimum error and high R-value is obtained by considering three network models with different combinations of input variables and neurons. Finally, the model with temperature, humidity, and
barometric pressure, rainfall, and sunshine hours has outperformed the others with $R = .86$ and MAPE $= 16.45\%$. Reference [29] performed prediction of hourly GSR using FFBP-LM-ANN using metrological parameters for the site in Kathmandu, Nepal. For obtaining the optimal design and performance, five models of ANN were designed based on considering the different combinations of input variables. Hence, the model with average temperature, relative humidity, sunshine duration, and rainfall amount has outperformed the other model based on good MBE $= 0.0368$, MPE $= 0.1243$, RMSE $= 0.2781$, and $R = 0.9880$. In [30], the daily GSR forecasting was performed by FFBP-LM-ANN with multiple hidden layers using metrological variables and particulate matters for the site in Tehran. The 12 ANN model was designed with different combinations of activation functions. The model with max and min daily temperature, relative humidity, wind speed, and particulates of matter has outperformed the other model based on good MBE $= 3.13$, RMSE $= 0.077$, and $R^2 = 0.97$. Reference [31] performed 6 ML-FFBP-LM-Neural Networks with 32 different combinations of input features such as minimum temperature, maximum temperature, the difference in temperature, sunshine hours, theoretical sunshine hours, and extraterrestrial radiation for predicting monthly average GSR for the site in India. It is confirmed that ANN with DT, $H_{	ext{ro}, S_0}$ and DT, $H_{	ext{ro}}$ outperforms well in predicting GSR based on MAPE $= 4.19\%$, MPE $= 3.30$, RMSE $= 4.90$ and MAPE $= 2.61\%$, MPE $= 1.32$, and RMSE $= 3.96$, respectively, when compared with other ANN models and 4 empirical models.

The works related to FFBP-LM-ANN reveal that every model can predict irradiation with satisfactory error measures. It is to be noted that, for every location, the independent variables considered should not be similar for accurate irradiation prediction. It varies depending on climatology, environmental conditions around the location of the PV site. Therefore, in every article, the feature variables were manually taken or performed several network models with different combinations of input features for obtaining a better model with the minimum error or used complex feature selection algorithms incorporated with the network design. Such scenarios lead to inaccurate prediction, increase the computational complexity in terms of processing time and data storage, several experimentation processes, and increase the overall complexity of the system. Moreover, no mathematical expression was explicitly provided in any article for choosing the number of neurons in the hidden layer [20, 27]. Generally, they use the trial-and-error method with the consideration of producing minimum statistical error measures. Hence, the attributes and number of neurons should be crucially selected without compromising the performance.

The ultimate goal of this study is to develop a data-driven based irradiation forecasting model for accessing the irradiation potential during a dynamic change in irradiation conditions due to environmental factors without the use of any costly instruments. Therefore, the contribution of the study is as follows: (1) extract the hourly metrological data of 4 years (2016–2019) from the National Renewable Energy Laboratory (NREL) for the targeted location of VIT University, Chennai. (2) Apply Pearson correlation coefficient as the feature selection process, which helps in the better selection of 5 important features among 18 feature variables. (3) Use a mathematical expression to optimally design the number of neurons for the application as per the dataset availability. (4) Focus on the most powerful Feedforward Backpropagation Levenberg-Marquardt ANN-based solar irradiation prediction model for finding hourly GHI under dynamically irradiation conditions due to various environmental parameters for the rooftop panels of VIT University, Chennai. (5) Performance of the prediction model was evaluated by comparing the obtained GHI with the actual GHI for the corresponding dataset using statistical tools.

The article is organized as follows: the first section covers the overview of the technique performed, description of study location, data collection, and preprocessing procedure, attribute selection, and network design used for prediction process in this study, which were discussed elaborately. The second section concentrates on analyzing the performance of the model and comparison with similar existing works that are effectively performed. The final section projected the overview of the study made with added future ideas.

2. Materials and Methods

2.1. Artificial Neural Network. ANN is the data-driven based learning process that got inspired by the information exchange process carried out in the human brain. It is unique and flexible in solving underlying complex nonlinear functions with high accuracy and faster learning. The basic principle behind every NN is artificial neurons. It constitutes the process element, which receives the input signal and generates the output for the neighboring process after performing with activation function and associated weights [32]. Figure 1 illustrates the architecture of a simple artificial neuron.

The neurons receive the input signal called the independent variable ($x_1, x_2, \ldots, x_n$) and receive the output $Y$. The output is expressed by the following equation [33]:

$$Y = f(\nu(w, x)), \quad (1)$$

$$\nu(w, x) = \sum_{k=1}^{n} w_k x_k + b = W'X + b. \quad (2)$$

"$\nu$" is the function used for representing the weights associated with each input and the sum of bias, where $w_1, w_2, \ldots, w_n$ are the weights associated with each connection. The vector representation of weight is given as $(W' = w_1, w_2, \ldots, w_n)$, the input vector is given by $(X = x_1, x_2, \ldots, x_n)$, and "$b$" represents the bias expressed in equation (2). "$f$" represents the activation function, through which the output is generated from the immediate previous proceeded layer, which is chosen based on the presence of node in the hidden or output layer and the type of problem stated. Some of the commonly used activation functions in the literature are logistic sigmoid function, hyperbolic tangent function, and exponential linear function.
sigmoid function, Gaussian radial basic function, linear Unipolar step function, Bipolar step function, Unipolar linear function, and Bipolar linear function [34], and their illustration is given in [35].

2.2. Feedforward Backpropagation Process. It is a two-way process, used to train the model for attaining the desired output by reducing the error. The first way includes forward computation of input weights, and the second way includes the backward process of updating weights based on error obtained [36]. The basic structure of the Feedforward network includes an input layer, a hidden layer, an output layer, and their connection associated with its adoptable synaptic weights. Each layer is made up of a specific number of neurons or nodes, by which the information exchange and decision-making take place. Each node receives input from its previous nodes with the weighted sum of their input and added bias. Then, its result proceeded to activation function at each layer for producing the targeted prediction. The procedure is repeated for several iterations with randomly generated weights until the desired output is attained. As it is a black box model [37], the technique finds the useful and complex relationship between the input and output variables in attaining the targeted output. Hence, the learning and generalization have been carried out effectively. Therefore, ANN is especially used in classification, prediction, and especially handling complex and noisy data [38]. Moreover, a neural network with one hidden layer is sufficient and more common than multiple hidden layers-based networks [39, 40].

Later, in advance, to reduce overfitting, convergence at local maxima, and the convergence rate, the backpropagation learning process has been exhibited. This process starts from the output layer and migrates toward the first layer with the updated weights. Here, based on the input signal, the network generates an output. Then, the error is calculated according to the difference between the obtained and actual target. With the note of reducing the error and to get the desired output, the weights are modified and adjusted using a training algorithm. Hence, the process is repeated on every iteration until the error reaches the predetermined range. The general expression used to calculate the partial derivative of error at the nth layer is given by the following equation:

\[ E_n = \frac{1}{2} \sum (Y_n - T_n)^2, \]  

where \( Y_n \) represents the actual output at the nth layer, \( T_n \) denotes the targeted output at the nth layer, and \( E_n \) denotes the error generation at the nth layer. Figure 2 illustrates the schematic of the multilayer FFBP-ANN process used in the study with five input features, 20 neurons, and hourly GHI as the output [41].

2.3. Levenberg-Marquardt Training Algorithm. The powerful and widely used algorithm for training the neural network is the LM algorithm for adjusting the weights in accordance with the error calculated. Hence, the error obtained will be minimized within a tolerable range, within less iteration, and in a faster manner. The uniqueness of LM algorithm performance is due to the combined design of the Steepest descent algorithm and the Gauss-Newton algorithm. The computation of the LM algorithm related to the Hessian matrix and the Jacobian matrix is expressed using the following equation:

\[ w_{n+1} = w_n - [J_n^T J_n + \mu I]^{-1} J_n^T e_n, \]  

where \( H = J_n^T J_n \).

Based on the parameter \( \mu \), the training process switches between the Steepest descent algorithm and the Gauss-Newton algorithm. When \( \mu \) is small or close to zero, the Gauss-Newton algorithm is performed. It is expressed using the following equation:

\[ w_{n+1} = w_n - [J_n^T J_n]^{-1} J_n^T e_n. \]
When $\mu$ is very large, the steepest descent algorithm will be carried out. It is expressed using the following equation:

$$w_{n+1} = w'_n - \alpha g.$$ \hspace{1cm} (7)

When $\mu$ is still larger, then consider $\alpha = 1/\mu$. In this way, the performance function gets reduced during every iteration, where $w'_{n+1}$ → Weight of next iteration, $w'_n$ - Weight of current iteration, $J$-Jacobian matrix (has the derivative of the network error concerning weight and bias), $e_n$ - Vector of the network error, $\mu$-Combination coefficient, $g$- Gradient, $H$-Hessian matrix, and $I$-Identity matrix [34, 42–45].

### 2.4. Case Study Region.

The network model is designed for the Rooftop solar panels of VIT University, Chennai, with a total capacity of 550 KW whose Latitude and Longitude are 12.8406°N, 80.1534°E, respectively, as shown in Figure 3. While looking at the geographical and climatic nature, the region is situated at the southeast coast of India and the northeast corner of Tamil Nadu. It is characterized by tropical wet and dry climate as it is located at the Eastern coastal plane. Moreover, the city lies on the thermal equator, which helps in preventing extremely varying seasonal temperatures. Hence, the City receives a minimum temperature of 18–20 degrees Celsius and a maximum temperature of 38–42 degrees Celsius. Generally, the weather is hot and humid, and the seasons are pleasant (November–February), hot (March–June), and Heavy rainfall (July–September) every year.

### 2.5. Data Collection.

In this study, a 4-year dataset with 18 features, namely, Year, Month, Day, Hour, Temperature, CloudType, DewPoint, DHI, DNI, RelativeHumidity, SolarZenithAngle, SurfaceAlbedo, Pressure, PrecipitableWater, WindDirection, WindSpeed, CellTemperature, and GHI was obtained for the abovementioned location from National Renewable Energy Laboratory (NREL) with the granularity of one hour. The dataset of years 2016, 2017, and 2018 was used for preparing the model. The effectiveness of the design in irradiation prediction is validated by checking the model using the dataset 2019.

### 2.6. Data Preprocessing.

Before processing the data into the model, some of the preprocessing steps, such as removal of outliers and filling the missing data using the most expected GHI values, are performed to improve accuracy and faster response. The outliers were removed from the dataset using the “isoutliers” command to prevent wrong prediction and
skewing of the ML model. Hence, the night data were removed from the entire dataset. Because the power generation from solar panels is performed only during the presence of sunlight, therefore, the data were considered only from 7 am to 5 pm, and others were removed as outliers. The second most important preprocessing step taken is data normalization. It is used to transform the different ranges of the variable between 0 to 1. This process helps improve the accuracy and training process and make a better correlation between features. They are formulated using the following equation:

\[
X_{\text{Normalized}} = \frac{x_{\text{Act}} - \text{Min}(x)}{\text{Max}(x) - \text{Min}(x)}
\]

(8)

Once the training and testing using the normalized value are over, then for verification and validation of model performance, the obtained predicted GHI and the target GHI values were generated and denormalized using the following equation:

\[
x_{\text{Act}} = X_{\text{Normalized}} \cdot [\text{Max}(x) - \text{Min}(x)] + \text{Min}(x),
\]

(9)

where \(x_{\text{Act}}\) represents the present value of data, \(\text{Max}(x)\) and \(\text{Min}(x)\) represent the maximum and minimum value of the dataset, and \(X_{\text{Normalized}}\) ranged from 0 to 1 obtained using equation (8).

2.7. Feature Selection Process. As the model is highly dependent on feature variables for reliable prediction, the most significant features for attaining hourly GHI among meteorological data are ranked using the Pearson correlation coefficient. It numerically expresses the relation between the independent variable and the dependent one. The mathematical equation for calculating the coefficient is expressed in the following equation:

\[
r = \frac{\sum(x_k - \bar{x})(y_k - \bar{y})}{\sqrt{\sum(x_k - \bar{x})^2 \sum(y_k - \bar{y})^2}},
\]

(10)

where, \(r\) - Correlation coefficient, \(x_k\) - Value of the input variable, \(\bar{x}\) - mean value of input variable, \(y_k\) - values of the output variable, and \(\bar{y}\) - mean value of output variable. The 'corplot' is the MATLAB command used for calculating the Pearson correlation coefficient between each input and output variable. Hence, the computational complexity, cost, and forecasting error get decreased. To avoid overfitting problems in the ML model, only training data are used to find the correlation rank. However, our goal is to predict GHI under dynamically varying irradiation profiles especially due to various environmental factors. Hence, cell temperature, DHI, and DNI ranked in the first 3 places in correlation calculation, whose regression fit is 0.99902 when considered, as the features for the network are purposefully not considered for this study application. So, we are considering the rest of the superior environmental variables from the Pearson ranking. Therefore, after analyzing the database, the model was designed using selected features such as Solar Zenith angle \((r = -0.88456)\), Relative Humidity \((r = -0.65959)\), Temperature \((r = 0.55199)\), Cloud cover \((r = -0.21625)\), and Precipitable water \((r = -0.65959)\) for better prediction without sacrificing accuracy. It is to be observed that a higher negative correlation coefficient value also has a more significant relation to GHI prediction. All these preprocessing procedures were carried out in the same MATLAB version mentioned.

2.8. Design of FFBP-LM-ANN Used in the Study. FFBP-LM-ANN-based forecasting mechanism is developed in MATLAB 2020b platform using “nntool” to predict short-term (hourly) GHI under dynamically varying environmental conditions especially using environmental data. Furthermore, for the prediction of hourly GHI, the ANN is designed with 3 layers, such as the input layer, one hidden layer, and the output layer. The number of neurons in the hidden layer whose lower and upper limits are calculated based on equation (11) is as follows [46]:

\[
2(n_i + n_o) \leq n_i \leq \frac{K(n_i + n_o) - n_o}{n_i + n_o + 1},
\]

(11)

where \(n_i\) indicates the number of input variables, \(n_o\) represents the number of output variables, and \(K\) represents the number of instances. Usually, for any complex applications, it is enough to have the number of hidden layers that is chosen to be one for a better and simple design [21]. In this work, for the calculation of the number of neurons in the hidden layer, we have considered \(n_i\) as 5, \(n_o\) as 1, and \(K\) as 13198. Therefore, the number of neurons in the hidden layer ranges from 12 to 11312.4, respectively, according to equation (10). For simple and faster access in identifying the number of neurons in the hidden layer, we have considered the neurons that were chosen in the related work with five independent variables. Thereby, the optimal number of hidden layers and number of neurons in the hidden layer are decided during the learning state after performing several trials by considering the criterion MSE, time taken for training, number of Epochs, and best fit R-value. Hence, the ANN model used here is Feedforward Backpropagation Neural Network with five independent variables, a single hidden layer with 20 neurons, and one dependent variable GHI as output. Also, we used Levenberg-Marquardt Backpropagation optimizer as the training algorithm for updating the weights. Even though the memory consumed is more, satisfactory processing at a very faster rate also makes the error within the tolerable range. More significantly, the optimizer stops functioning when there is no improvement in generalization, which are indicated by an increase in the MSE value of the validation samples. The inclusion of the activation function in the network plays a major role in transforming or mapping the complex input to the response variable and decides whether the neuron is to be activated and proceeds as the input to the consecutive layer or not. The most effective activation function used in the hidden layer is "tansig," and "purelin" is used in the output layer [28, 32, 47]. Because "tansig" is the nonlinear activation function used for solving a complex problem in a single layer network, it transfers the real value of input between −1 and +1 and supports well under the backpropagation process.
Also, it has the capability of strongly mapping the negative input value as negative and also producing zero centered output for the zero-input data compared with the sigmoid function. The "purelin" is the linear activation function that produces the responses between -infinitive to + infinitive. Here, it is preferred in the output layer, since the output is not confined within any range.

The model is processed by considering the dataset of the year 2016, 2017, and 2018 for preparing the model. Among them, it utilizes 75% of data for training, 15% for validation, and 15% for testing. Finally, the 2019 dataset was used for validating the effectiveness of the designed model. In order to observe the performance of the model under all climatic conditions at the targeted location, the data of the entire year are used to train and test the network. Figure 4 illustrates the Architecture of the designed ANN using MATLAB 2020b software.

3. Results and Discussion

3.1. Performance Analysis. The MSE plot of the designed FFBP-LM-ANN model obtained during the training, validation, and testing process related to Epochs is illustrated in Figure 5(a). It shows that once the input is processed, the network produces the predicted output. Then, that output will be compared with the target with the determination of MSE at the end of each iteration. Once the target and prediction are matched, then the learning process ends, and MSE reaches the minimum value. Thus, the plot reported that as the iteration increases, MSE gradually decreases. Therefore, MSE plays a vital role in checking the performance of the model. It is observed that, after 9 epochs, the system fails six times during training according to the validation check provided. Thereby, the best performance with a minimum Mean Square Error target is achieved at 15 epochs within a second. Figure 5(b) demonstrates the performance of gradient, mu, and validation check steps during the training process of the designed model. The first two plots show the attained values of gradient and mu at every epoch. Hence, the optimal values of gradient and mu are achieved at 15 epochs. The validation plot explains that, after seven epochs, the system fails once, and then the system corrects itself. Further, the system fails six times after nine epochs, thereby the training process stops.

Figure 6 shows the regression plots of the correlation coefficient obtained by the LM-ANN model during training, validation, and testing whose values are $R = 0.97401$, $R = 0.97509$, and $R = 0.97298$, respectively. It shows how closely the target and the output were related. It is observed that the overall regression correlation coefficient obtained is
$R = 0.974$, which resembles that the output has good relation with the target.

The performance of the designed LM-ANN model was visualized by comparing the actual hourly GHI and the predicted hourly GHI obtained for the targeted location. Hence, Figure 7 shows the actual and predicted hourly GHI during the training process for the VIT site under the corresponding years 2016, 2017, and 2018 (total instances 13198) as illustrated. Then, the difference between the actual and the predicted GHI obtained during the training process is calculated and called an error, as shown in Figure 8. It can be seen that the predicting model can track the actual value firmly, because the notable number of errors is purposely maintained for better generalization during test data and to avoid overfitting problems.

The effectiveness/generalization of the design used in training is evaluated by subjecting the model to a new dataset with the same 5 features used in training, but for the year 2019, 4410 samples were collected from the exact location where the training data were collected. Figure 9 shows the performance comparison of actual hourly GHI with the predicted hourly GHI produced by the designed model for the corresponding year 2019 for the VIT site are illustrated. The difference between actual and predicted hourly GHI was calculated and graphically visualized as an error in Figure 10. It is observed from the error plot that, in the first half of every year, the prediction is much better; after that, it seems to be more fluctuating. It is due to the monsoon faced by the city every year. Hence, it is confirmed that the design was significantly working well in the hourly GHI prediction for the targeted location of Chennai.

The responses obtained by the FFBP-LM-ANN model during training and testing using selected hourly environmental variables such as Solar Zenith Angle, Relative
Humidity, Ambient Temperature, Cloud cover, and precipitate of VIT University, Chennai, were analyzed. The performances are validated by computing the performance matrices from the actual, predicted, and error values obtained [48–51].

The performance of the study model was evaluated by the most commonly used statistical indicators such as MSE, RMSE, rRMSE, MAE, rMAE, MAPE, MBE, $R^2$, MRE, and NSE, which are calculated and displayed in Table 1. According to the range of rRMSE specified in [31], this model attains excellent rRMSE in both training and testing as 6.562% and 7.21%, respectively. Likewise, the ranges of MAPE were specified in [28]. The model receives satisfactory MAPE under training and testing conditions whose values are 0.386397 and 0.44432, respectively. The MBE shows very small values of bias, in both training and testing: it shows that the model makes a very closer prediction with minor error based on actual and predicted values. The other indicators, such as rMAE and MRE, have got values within the tolerable range. The designed LM-ANN model has attained a correlation coefficient of 0.96 and Nash Sutcliffe efficiency (NSE) of 94% during the testing process. Overall, the model has attained satisfactory performance based on most of the error indicators.

### 4. Comparison of Study Model with Existing Similar Models

The performance of the study model is compared with other similar existing works performed all over the world mentioned in the literature, which are presented in decreasing
order in Table 2. Their performances are compared in terms of the most commonly used matrices called RMSE, epoch, network design, and the input variables used. It is noted that the study model has the exact fit of predicted value to actual data points with a minimum RMSE of 0.07126 than other related works. In addition to that, the model performs the prediction within 15 epochs, which resembles the simple network structure, and an optimal number of neurons were considered, which highlights the superiority of the models compared with other FFBP-LM-ANN designs. Ultimately, the effective environmental feature related to dynamic irradiation profiles considered in this study makes the prediction process more precise when compared with other similar works. More importantly, it is observed that the irradiation can be predicted well under environmental factors rather than geographical features such as latitude, longitude, altitude, elevation, and time zone, which are considered in [17, 21, 24, 27, 45] whose RMSE values and computational complexity are predominantly higher.

### Table 1: The statistical performance measure of the FFBP-LM-ANN model during training and testing.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>$\frac{1}{N}\sum_{i=1}^{N} (G_{\text{ANN}} - G_{\text{Actual}})^2$</td>
<td>0.004306</td>
<td>0.005078</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>$\sqrt{\frac{1}{N}\sum_{i=1}^{N} (G_{\text{ANN}} - G_{\text{Actual}})^2}$</td>
<td>0.06562</td>
<td>0.07126</td>
<td></td>
</tr>
<tr>
<td>rRMSE</td>
<td>RMSE $\times 100/G_{\text{Actual}}(\text{Max})$</td>
<td>6.562%</td>
<td>7.21%</td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>$\frac{1}{N}\sum_{i=1}^{N}</td>
<td>G_{\text{ANN}} - G_{\text{Actual}}</td>
<td>$</td>
<td>0.039332</td>
</tr>
<tr>
<td>rMAE</td>
<td>MAE/$G_{\text{Actual}} \times 100$</td>
<td>8.7336%</td>
<td>9.4829%</td>
<td></td>
</tr>
<tr>
<td>MAPE</td>
<td>$\frac{1}{N}\sum_{i=1}^{N}</td>
<td>G_{\text{ANN}} - G_{\text{Actual}}</td>
<td>/G_{\text{Actual}} \times 100$</td>
<td>38.6397%</td>
</tr>
<tr>
<td>MBE</td>
<td>$\frac{1}{N}\sum_{i=1}^{N} (G_{\text{ANN}} - G_{\text{Actual}})$</td>
<td>0.00004002301</td>
<td>0.000492</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>$\sqrt{1 - \frac{\sum_{i=1}^{N} (G_{\text{Actual}} - G_{\text{ANN}})^2}{\sum_{i=1}^{N} (G_{\text{Actual}} - G_{\text{ANN}})^2}}$</td>
<td>0.961542</td>
<td>0.959541</td>
<td></td>
</tr>
<tr>
<td>MRE</td>
<td>$1 - \frac{\sum_{i=1}^{N}</td>
<td>G_{\text{ANN}} - G_{\text{Actual}}</td>
<td>}{\sum_{i=1}^{N}</td>
<td>G_{\text{Actual}}</td>
</tr>
<tr>
<td>NSE</td>
<td>$1 - \frac{\sum_{i=1}^{N} (G_{\text{Actual}} - G_{\text{ANN}})^2}{1/N\sum_{i=1}^{N} (G_{\text{Actual}} - G_{\text{ANN}})^2}$</td>
<td>0.95</td>
<td>0.94</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: Performance comparison of study model with similar existing work.

<table>
<thead>
<tr>
<th>References</th>
<th>Location</th>
<th>Variables</th>
<th>Network</th>
<th>Epochs</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>[25]</td>
<td>Buraydash/Saudi Arabia</td>
<td>DNI, SZA, DHI, hours</td>
<td>4-5-1</td>
<td>-</td>
<td>30.23</td>
</tr>
<tr>
<td>[45]</td>
<td>India</td>
<td>Hourly climate data</td>
<td>13-20-1</td>
<td>36</td>
<td>7.591</td>
</tr>
<tr>
<td>[27]</td>
<td>Nigeria</td>
<td>Lat, long, day of the year, year</td>
<td>4-20-1</td>
<td>46</td>
<td>3.98</td>
</tr>
<tr>
<td>[21]</td>
<td>Mumbai/India</td>
<td>Lat, log and altitude, year and month, mean ambient temperature, mean station level pressure, mean wind speed, mean relative humidity.</td>
<td>6-24-1</td>
<td>1000</td>
<td>3.6461</td>
</tr>
<tr>
<td>[23]</td>
<td>Makurdi/Nigeria</td>
<td>Min. Temperature, max. Temperature, relative humidity, wind speed, sunshine hours</td>
<td>5-5-5-4-1</td>
<td>1000</td>
<td>0.98831</td>
</tr>
<tr>
<td>[17]</td>
<td>Utter Pradesh/India</td>
<td>Lat, long, altitude, max. Temperature, min. Temperature, humidity, wind speed, sunshine, solar radiation</td>
<td>9-10-1</td>
<td>33</td>
<td>0.1936</td>
</tr>
<tr>
<td>[26]</td>
<td>Adane/Turkey</td>
<td>Actual pressure, wind speed, wind direction, relative humidity, average temperature</td>
<td>5-10-30-1</td>
<td>124</td>
<td>0.1543</td>
</tr>
<tr>
<td>[24]</td>
<td>New Delhi/India</td>
<td>Lat, long, elevation, the month of the year, day of the month, temperature, atmospheric pressure, humidity, wind speed</td>
<td>9-10-1</td>
<td>1000</td>
<td>0.09441</td>
</tr>
<tr>
<td>[30]</td>
<td>Tehran</td>
<td>Temperature, relative humidity, wind speed, particulate matter</td>
<td>5-12-24-1</td>
<td>-</td>
<td>0.0773</td>
</tr>
<tr>
<td>Present study</td>
<td>Chennai/India</td>
<td>SZA, RH, T, CC, PW</td>
<td>5-20-1</td>
<td>15</td>
<td>0.07126</td>
</tr>
</tbody>
</table>

5. Conclusion

The hourly Global Horizontal Irradiation prediction was performed by FFBP-LM-ANN using a 4-year database received from NREL for the rooftop panels of VIT University, Chennai. The article discussed a fast and powerful LM-Backpropagation training algorithm for error minimization in the network. The model utilized a simple feature selection process and effective mathematical expression for calculating the optimal hidden layer neurons without compromising the performance. The performance of the model was evaluated using rRMSE, MAE, MBE, R, NSE, MAPE, and MRE of 7.21%, 0.042, 0.000492, 0.96, 94%, 44.43, and 9.5%, respectively. The effective comparison was made with 9 related existing works to show the superiority of the model based on input variables, network design, epoch, and RMSE. Consequently, such a predictor will be reliable and suitable for quantifying the irradiation potential using environmental variables at any location across the world facing dynamic climatic conditions.
In the future, this work will be enhanced by developing the model hybrid with an optimization algorithm for hyperparameter tuning in improving the performance of irradiation forecaster with increased prediction accuracy. In addition to that, the very short-term prediction and seasonal performance of the model should be analyzed.
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