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The Dynamic Displacement Monitoring Method Using Unmanned Aerial Vehicles Based on Digital Close-Range Photogrammetry

Xianzhi Yu,1 Yongquan Ge,2 Tonglong Zhao,3 Guojian Zhang,3 Yingchun Liu,4 and Chengxin Yu5

1Financial Budget Assessment Center, Laishan District, Yantai 264003, China
2Jinan Geotechnical Investigation and Surveying Institute, Ji’nan 250101, China
3College of Surveying and Geo-Informatic, Shandong Jianzhu University, Ji’nan 250101, China
4Shandong Provincial Institute of Geo-engineering, Ji’nan 250014, China
5Business School, Shandong Jianzhu University, Ji’nan 250101, China

Correspondence should be addressed to Yongquan Ge; ge39953@163.com and Chengxin Yu; ycx1108@126.com

Received 27 January 2022; Revised 26 July 2022; Accepted 18 August 2022; Published 9 September 2022

Academic Editor: Lei Hou

Copyright © 2022 Xianzhi Yu et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

How to carry out fast and reliable dynamic deformation monitoring of building structures is an important issue for engineers and technicians. Digital close-range photogrammetry technology has the advantages of noncontact, multipoint, and rapid monitoring, and the application of UAVs makes the monitoring task no longer limited by the size of the field, but the current technology cannot guarantee the rapid deployment of UAVs in dynamic deformation monitoring, and these methods commonly have higher requirements for image quality, and cannot ensure the stability of accuracy. To this end, we propose a dynamic displacement monitoring method for UAVs based on digital close-range photogrammetry technology and optimize the data processing process for the problem that there is still moving when the UAV hovers. A building with an overhead corridor structure with a large flow of people was selected for the experiment. The experiment used ground digital cameras and drones to monitor separately to compare the monitoring results. The results show that the proposed method is simple and easy to use. The monitoring method can be deployed quickly, which is expected to be applied to emergency monitoring scenarios.

1. Introduction

On May 5, 2020, wind vibration occurred on the Humen Bridge (Figure 1), when the natural wind speed was 10–16 m/s. The wind-induced vibration was diminished after removing the water horse on the bridge side. On May 6, the Humen Bridge vibrated again for an unknown cause. This Humen bridge passage appeared for the first time in 23 years, with nearly half a metre of wind vibration amplitude of the phenomenon. On May 12, experts published bridge vibration reasons: continuous set along the bridge across the fence water horse changed the steel box girder of aerodynamic shape. In particular, the wind environment conditions, the bridge of vortex vibration phenomenon and said the key bridge component is not an exception occurs, the bridge structure overall security. On May 16, the Humen Bridge was reopened to traffic. On May 18, 2021, an uncommon vibration occurred in the Shenzhen SEG Plaza (Figure 2) at the wind speed of about 10 m/s, and the market management department and the local government quickly decided to evacuate and suspend the operation. On July 15, an expert group organized by Shenzhen Municipal Housing and Construction Bureau came to a conclusion. The most direct cause of the sensible vibration of the SEG Plaza is the coupling of vortex-induced resonance caused by the wind of the mast and the change of dynamic characteristics of the building and the mast. Authorities removed the mast and restored the accumulated damage.

It can be seen from these two cases that the dynamic deformation of buildings can reflect the safety performance of buildings to a certain extent. Therefore, engineers and technicians need to obtain the abnormal deformation of the
structure before the accident and give early warning of the
danger, to protect the safety of people’s lives and property. In
addition to the need for construction of the low frequency
and static deformation (such as building settlement and
inclination) monitoring, the need for building dynamic
deformation (such as building under strong wind and
earthquake deformation) monitoring, and dynamic defor-
mation always occurs quickly, so how to a rapid and reliable
earthquake deformation) monitoring, and dynamic defor-
mation (such as building under strong wind and
inclination) monitoring, the need for building dynamic
and static deformation (such as building settlement and
inclination) monitoring, the need for building dynamic
deformation monitoring of the building, apparently it is of great significance.

Conventional deformation measurement technology
mainly includes using the total station and other traditional
instruments for deformation measurement, which is suitable
for dynamic deformation measurement with high precision
requirements, long deformation period, and low transfor-
mation rate. For buildings with the short deformation period
and high deformation rate, displacement sensors and ac-
celeration sensors can be installed. Currently, it is possible to
install hundreds of sensors in a masonry structure and get
data in real-time from different places performing contin-
uous monitoring [1]. However, this is a contact measure-
ment, and the sensor will cause irreversible damage to the
monitored structure when installed. Using GNSS (Global
Navigation Satellite System) to monitor the deformation of
various large building structures, but the accuracy of this
monitoring method and the integrity and availability of the
measurement range is easily affected by the distribution of
satellite systems. Monitoring cannot be implemented in
places where the satellite signal is out of lock [2].

Using the digital close-range photogrammetry tech-
nology to monitor the dynamic deformation of buildings can
achieve high frequency, multi-point, and contactless ob-
servation and has been successfully applied to Bridges [3, 4],
shuttle steel shelves [5], Masonry Walls in Seismic
Oscillation Outdoors [6], Steel structure building [7], super
high rise building [8], and so on. The technologies of
measuring instrument is a digital camera, digital camera in
these experiments showed high-frequency measurement
and monitoring of the advantages of stable performance, but
due to the digital camera can only be placed on the solid
ground, so in the individual monitoring scene, this method
also showed the perspective and monitoring field of con-
strained problem. Although the monitoring results can be
modified through the Small acute Angle Method [9], in
practice, the monitoring flexibility is still largely subject to
the field environment. In [10], we proposed the Improved
Zero-centered Motion Parallax Method with high-frequency
monitoring without training data. However, in practical
application, it is found that UAV still has movement
problem after hovering, which has the influence on moni-
toring results. Therefore, we propose a data processing
optimization method. To verify the validity of the method,
we selected a building for the experiment. The elevated
corridor of the building was taken as the primary research
object. A Digital camera and a UAV were used to monitor
their dynamic deformation. The experimental results show
that the displacement trends and laws of the UAV moni-
toring results after data processing optimization are the
same as those of the digital camera monitoring results,
indicating that the data processing optimization method
proposed in this paper is effective.

2. Related Works

With the development of UAV technology, it is possible to
use UAVs to monitor the deformation of buildings [10]. At
present, there are abundant research studies on UAV
Assisted Structural Health Monitoring (UASHM) [11].
However, when a UAV monitor the target’s dynamic dis-
placement, it will inevitably encounter the problem that the
UAV still moves after hovering. To reduce the impact of this
problem on the monitoring results, relevant scholars have
carried out some targeted studies on the technologies used.

Weng et al. proposed a homography-based approach to
estimate the dynamic displacement of a structure from video
taken by a UAV-mounted camera [12]. The transformation
matrix is calculated by the coordinates of homonymous
feature points in different images to weaken the influence of
UAV movement on the monitoring results, but the tech-
nology is susceptible to the influence of illumination
transformation. Hoskere et al. proposed the method of using
a UAV to monitor the vibration of civil foundation buildings
[13]. In order to improve the accuracy of UAV monitoring,
they divided the monitoring area into monitoring areas one
by one and used the ArUco marker to estimate the camera
attitude to weaken the movement of the UAV. They use
high-pass filters to remove low frequency vibrations. The
study was eventually tested on the Little Golden Gate Bridge
(suspension bridge) in Muhammad, Illinois and compared
with the results recorded by an accelerometer mounted on
the bridge, it was concluded that the method was effective in
monitoring structural vibration frequencies. Catt et al. de-
veloped a UAV to carry digital image correlation cameras
and showed a system that can measure deformations of structures [14]. The movement of the UAV also affects the monitoring of feature points, so this study by Catt et al. adopts the manual tracking method to reduce errors. The method proposed in this paper does not need specific marks, only the reference points and monitoring points can be identified. The monitoring method proposed in this paper can be implemented quickly, so it is expected to be used for emergency monitoring.

3. Measurements and Methods

3.1. Introduction of Measurements. The measuring instrument used in this experiment is a UAV (Figure 3) and a digital camera (Figure 4). Tables 1 and 2 show the specific parameters of this UAV and digital camera.

3.2. The Zero-Centered Motion Parallax Method. As shown in Figure 5, there are three virtual planes, which are the image plane, the object plane, and the reference plane. The camera sensor is located on the image plane, and all the monitoring points are located on the object plane, also called the monitored plane. All the reference points are located on the reference plane. The function of the reference plane is to eliminate systematic errors [10].

Suppose a monitoring point on the object plane move from position A to position B, which results in the displacement $\Delta X$ of the X-axis and $\Delta Z$ of the Z-axis on the object plane. Meanwhile, the monitoring point from position $a$ to position $b$, the X-axis, and the Z-axis also have displacements $\Delta x$ and $\Delta z$ on the reference plane. If the monitoring point on the object plane is moved from A to B, its deformation and on the reference plane are

$$\begin{align*}
\Delta X' &= \frac{y}{f} \Delta X', \\
\Delta Z' &= \frac{y}{f} \Delta Z'.
\end{align*}$$

where $f$ is the principal distance of the photo, where $y$ is the distance of the image plane and the reference plane. $\Delta X'$ and $\Delta Z'$ are the horizontal and vertical deformations of the monitoring point on the object plane. $\Delta x'$ and $\Delta z'$ are the horizontal and vertical deformations of the monitoring point on the reference plane.

Although UAV can make observation Angle more flexible, it also brings more systematic error, and the most significant systematic error is the drift error of UAV hovering. For the system error caused by UAV hovering, adjustment of kinematic observations is proposed to weaken the system error. Strictly speaking, the photos before and after deformation are always taken under different elements of interior and exterior orientation, the interior orientation elements in a photo are the elements for restoring the shape of the photographic beam, and the exterior orientation in a photo are the elements for determining the position and orientation of the photographic beam in the space coordinate system [17]. In the experiment, we keep the UAV as stable as possible and set the digital camera in UAV mode to “manual.” Therefore, the error caused by the inconsistency of elements of interior and exterior orientation will have a slight impact on the monitoring results; we weaken the theoretical error to a certain extent by setting control points. To be exact, we weakened $\Delta x_P^0$; the specific process is as follows.

On the reference plane, if corresponding monitoring points in the zero image and successive image are $(x_1, z_1)$ and $(x_2, z_2)$, compared with the ideal image which without
errors of camera external and internal parameters, systematic errors of corresponding monitoring point are

\[ \Delta x_p = (x_2 - x_1) = (dx_2 - dx_1) = \left\{ \frac{f}{Y} dX_s + \frac{dY_s}{Y} x_2 + \left( f + \frac{x_2^2}{f} \right) d\phi_2 + \frac{x_2 z_2}{f} d\omega_2 - z_2 d\kappa_2 + \frac{x_2}{f} d\phi 2 + dx_0 \right\} + \left\{ \frac{f}{Y} dX_s + \frac{dY_s}{Y} x_1 + \left( f + \frac{x_1^2}{f} \right) d\phi_1 + \frac{x_1 z_1}{f} d\omega_1 - z_1 d\kappa_1 + \frac{x_1}{f} d\phi_1 + dx_0 \right\}. \]  

(4)

where \((dX_s, dY_s, d\phi_s, \ldots)\) and \((dX_s, dY_s, d\phi_s, \ldots)\) are errors of zero image and successive images. The detailed derivation process is shown in reference [18]. From equation (4), we notice \(x_2 = x_1 + \Delta x_p x_2 = x_1 + \Delta x_p\), assume the difference between the errors of zero image and successive images as follows:

\[ \Delta X_s = dx_s - dx_1, \]
\[ \Delta Y_s = dY_s - dY_1, \]
\[ \Delta \phi = d\phi_2 - d\phi_1, \]
\[ \Delta \omega = d\omega_2 - d\omega_1, \]
\[ \Delta \kappa = d\kappa_2 - d\kappa_1, \]
\[ \Delta f = d\phi_2 - df, \]
\[ \Delta x_0 = dx_{10} - dx_0 \]  

(5)

Then, equation (4) can be expressed as follows:

\[ \Delta X_s = \frac{f}{Y} \Delta X_s - \frac{dY_s}{Y} x_1 - f \Delta \phi - \frac{x_1^2}{f} \Delta \phi - \frac{x_1 z_1}{f} \Delta \omega + z_1 \Delta \kappa - \Delta f x_1 - \Delta x_0 - \Delta \phi^2 \frac{dY_s}{Y} - \Delta \phi^2 \frac{2x_1}{f} d\phi_2 \]
\[ + \frac{\Delta x_p z_1}{f} d\omega_2 - \frac{\Delta x_p x_1}{f} d\omega_2 + \Delta x_p d\kappa_2 - \Delta x_p \frac{d f}{f}. \]

(6)

After sorting out equation (6), it can be expressed as follows:

\[ \Delta x_p = \Delta x_p^0 + \delta x_p \]
\[ \Delta x_p^0 = \left\{ \left( \frac{dY_s}{Y} - \frac{f}{f} \right) x_1 + z_1 \Delta \kappa + \left( \frac{f}{Y} \Delta X_s - f \Delta \phi - \Delta x_0 \right) \right\} - \frac{x_1^2}{f} \Delta \phi - \frac{x_1 z_1}{f} \Delta \omega \]  

(7)

\[ \delta x_p = \left( \frac{\Delta x_p dY_s}{Y} \right) - \frac{2 \Delta x_p x_1}{f} - \frac{\Delta x_p z_1}{f} d\omega_2 - \frac{\Delta x_p x_1}{f} d\omega_2 + \Delta x_p d\omega_2 + \Delta z_p d\omega_2 + \Delta z_p d\kappa_2 - \frac{d f}{f} \Delta x_p \]
Because motion $\Delta \mathbf{x}_p^0 \Delta p_0^0$ is caused by the change of camera external and internal parameters $(\Delta X_5, \Delta Z_5, \Delta \phi, \Delta \omega, \Delta \kappa, \Delta f, \Delta x_0) (\Delta X_5, \Delta Z_5, \Delta \phi, \Delta \omega, \Delta \kappa, \Delta f, \Delta x_0)$ in the successive and zero images, we can correct the coordinates, so the error equation is

$$
\Delta x_0^p = \left(-\frac{\Delta Y_5}{Y} \frac{\Delta f}{f}\right) x_1 + \Delta k z_1
$$

(8)

$$
+ \left(-\frac{f}{Y} \Delta X_5 - f \Delta \phi - \Delta x_0\right) - \frac{x_1^2}{f} \Delta \phi - \frac{x_1 z_1}{f} \Delta \omega.
$$

We can express equation (8) as follows:

$$
\Delta x_0^p = ax + bz + c + dx^2 + exz.
$$

(9)

If there are more than five control points, each unknown coefficient $(a, b, c, d, e)$ can be obtained according to their. We assume the correction of is, so the error equation is

$$
v = ax + bz + c + dx^2 + exz - \Delta x.
$$

(10)

For convenience, we selected the linear part of the equation (10) for processing, as follows:

$$
\Delta x_0^p = ax + bz + c
$$

(11)

$$
\Delta z_0^p = a'x + b'z + c'.
$$

In this case, we only need three or more reference points to obtain $(a, b, c)$ and $(a', b', c')$. Take $\Delta p_0^0$ as an example. When contains only occasional errors, equation (11) can be expressed as follows:

$$
p'_x + v = ax' + bz',
$$

(12)

where $p'_x$ is the differential coefficient of $\Delta p_0^0$. The error equation is

$$
V = ax' + bz' - p'_x.
$$

(13)

The equation of the composition method is

$$
a \sum x'^2 + b \sum x' z' - \sum x' p'_x = 0,
$$

$$
a \sum x' z' + b \sum z'^2 - \sum z' p'_x = 0.
$$

(14)

Calculate barycentric coordinates by control points on the reference plane, as follows:

$$
x_s = x - \frac{\sum x}{n}
$$

$$
z_s = z - \frac{\sum z}{n}
$$

(15)

Because coordinates of control points are barycentric coordinates, $\sum x_s \sum z_s = 0$ and the parallax coefficient in the $X$ direction as follows:

$$
a = \sum z_s^2 \sum x'_i p'_i - \sum x'_i z_s p'_i,
$$

$$
b = \sum x'_i z_s^2 - \sum x'_i z'_i \sum z'_i p'_i.
$$

(16)

$$
\begin{aligned}
a &= \tan \phi_x,
\end{aligned}

$$

$$
\begin{aligned}
b &= \tan \omega_z.
\end{aligned}
$$

Similarly, we can obtain the parallax coefficient $\alpha'$ and $\alpha'$ in the $z$ direction. Then, we can obtain $\Delta \mathbf{x}_p^0$ and $\Delta \mathbf{z}_p^0$. Finally, we figure out the value of $\Delta \mathbf{X}_i^1$ as follows:

$$
\Delta \mathbf{X}_i^1 = \Delta \mathbf{x}_p^0 = ax + bz
$$

$$
\Delta \mathbf{Z}_i^1 = \Delta \mathbf{z}_p^0 = a'x + b'z
$$

(17)

The displacement of the monitoring point on the reference plane after the first correction is

$$
\Delta \mathbf{X}' = \frac{\mathbf{Y}}{\mathbf{f}} \Delta \mathbf{X}
$$

$$
\Delta \mathbf{Z}' = \frac{\mathbf{Y}}{\mathbf{f}} \Delta \mathbf{Z}
$$

(18)

On the basis of the above work, we use reference points on the reference plane to further reduce the error, assume the coordinates of the 4 reference points are

$$(\mathbf{X}_{ri}, \mathbf{Y}_{ri}), i = 1, 2, 3, 4,
$$

(19)

where $n$ is the photo number.

If the UAV moves slightly and passively on a plane parallel to the object plane, the positions of the 4 reference points in the image coordinate system will inevitably change, and this change can be calculated under ideal conditions as follows:

$$
\mathbf{X}_n = \sum_{i=1}^{4} \frac{\mathbf{X}_{ri}}{\mathbf{n}}, \mathbf{Y}_n = \sum_{i=1}^{4} \frac{\mathbf{Y}_{ri}}{\mathbf{n}}.
$$

(20)

We need to subtract these two values $\mathbf{X}_n$ and $\mathbf{Y}_n$ before we calculated the displacement of the monitoring point in the object plane.

$$
\Delta \mathbf{X}_0^0 = \mathbf{Y} \left(\Delta \mathbf{X}' - \bar{\mathbf{X}}_n\right) \Delta \mathbf{Z}_0^0 = \mathbf{Y} \left(\Delta \mathbf{Z}' - \bar{\mathbf{Z}}_n\right).
$$

(21)

Finally, the displacement $\Delta \mathbf{X}_0^0$ and $\Delta \mathbf{Z}_0^0$ of the final monitoring point can be obtained through the proportional conversion relationship as Figure 6 shows.

### 4. The Elevated Corridor Experiment

The height difference of the elevated corridor is about 20m to 25m above the ground; the digital camera on the ground cannot observe it vertically. It can only monitor it from a low-angle as Figure 7(a) shows, which cannot meet the requirement that the monitoring surface is parallel to the control surface, but the UAV do as Figure 7(b) shows.
We have eight control points (C1 – C8) on the surface of the building, and on the ground, six monitoring points (U0–U5) were selected on the elevated corridor, as Figure 8 shows.

The UAV takes off and adjusts its altitude and attitude to ensure that all points are evenly distributed across the camera’s image; the UAV hovers and starts recording. In this process, the ground surveyor used a steel ruler to measure
the relative lengths of 4 points (C5 – C8) on the ground, and measured the relative distance of 4 points (C1– C4) on the building surface with a total station as Figures 8(a) and 8(b).

4.2. Results and Discussion. Figure 9 shows monitoring result figures obtained from a digital camera for these points. We can get the following results from Figure 9:

(1) The monitoring points show an elastic trend, which we regard as vibration
(2) The vibration ranges and frequency of these monitoring points along the X-axis and Z-axis are similar, as Figures 9(a) and 9(c) show
(3) The displacement of the monitoring point on the X-axis is more dramatic than the displacement on the Z-axis

Figure 10 shows monitoring result obtained from UAV for these points. The upper and lower limits of the pixel deformation values of the monitored points in Figures 9 and 10 are different because the UAV is farther away from the object plane than the digital camera.

We can get some of the same results as the digital camera experiment:

(1) The deformation of each monitoring point is elastic.
(2) The vibration ranges and frequency of these monitoring points along the X-axis and Z-axis are similar. The deformation trends of each point on the X-axis and Z-axis are the same.
(3) The deformation interval of the monitoring point on the X-axis is twice that on the Z-axis.

There are few differences between the results of the two experiments; obtained the same results on the whole; that is, the monitored structure has good elasticity [19]. Based on experiments, we summarize the performance comparison of digital camera and UAV in Table 3.
Hover error (DJI Phantom 4 Pro): Vertical: ±0.1 m, Horizontal: ±0.3 m (Visual positioning works).

Maximum allowable wind speed (DJI Phantom 4 Pro): 10 m/s [15].

The price of sensors and the UAVs with interchangeable sensors are high, generally.

## 5. Discussion

### 5.1. Limitations

(1) Although the method improves the deployment speed of monitoring, it is still necessary to set more than four reference points in practical applications. Otherwise, it is impossible to reduce the error and calculate the true displacement.

(2) The proposed data optimization method is only suitable for the slight movement of the common

![Deformation curve](image_url)

**Figure 10:** Monitoring results obtained from UAV. (a) and (c) are deformation curves of monitoring points, (b) and (d) are deformation box plots of monitoring points. (a) Deformation of U0–U5 in X-axis (b) Deformation box plot of U0–U5 in X-axis (c) Deformation of U0–U5 in Z-axis (d) Deformation box plot of U0–U5 in Z-axis.

<table>
<thead>
<tr>
<th>Error sources</th>
<th>Digital cameras</th>
<th>UAVs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lens distortion</td>
<td>Lens distortion</td>
<td>Lens distortion measuring error</td>
</tr>
<tr>
<td>Measuring error</td>
<td></td>
<td>hover error¹ Windage²</td>
</tr>
<tr>
<td>Shutter jitter in</td>
<td></td>
<td></td>
</tr>
<tr>
<td>manual mode</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flexibility</th>
<th>Install on stable ground</th>
<th>High flexibility Avoid crowds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change lenses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>传感器 [11]: RGB image/Video capturing device, LiDAR (light detection and ranging), NIR (near infrared), GPS, INS (inertial navigation system), geomagnetic sensors.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Expansion</th>
<th>Change lenses non-replaceable sensor hot shoe: GPS (global positioning system), flashlight</th>
</tr>
</thead>
</table>

### Table 3: Performance comparison of digital cameras and UAVs.

<table>
<thead>
<tr>
<th>Error sources</th>
<th>Digital cameras</th>
<th>UAVs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lens distortion</td>
<td>Lens distortion</td>
<td>Lens distortion measuring error</td>
</tr>
<tr>
<td>Measuring error</td>
<td></td>
<td>hover error¹ Windage²</td>
</tr>
<tr>
<td>Shutter jitter in</td>
<td></td>
<td></td>
</tr>
<tr>
<td>manual mode</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flexibility</th>
<th>Install on stable ground</th>
<th>High flexibility Avoid crowds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change lenses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>传感器 [11]: RGB image/Video capturing device, LiDAR (light detection and ranging), NIR (near infrared), GPS, INS (inertial navigation system), geomagnetic sensors.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Expansion</th>
<th>Change lenses non-replaceable sensor hot shoe: GPS (global positioning system), flashlight</th>
</tr>
</thead>
</table>

(1) Hover error (DJI Phantom 4 Pro): Vertical: ±0.1 m, Horizontal: ±0.3 m (Visual positioning works).

(2) Maximum allowable wind speed (DJI Phantom 4 Pro): 10 m/s [15].

(3) The price of sensors and the UAVs with interchangeable sensors are high, generally.
UAV. If the UAV has a large movement in the monitoring process, it is necessary to choose other processing methods.

(3) In the experiment, because only one UAV is used for monitoring, it is impossible to measure the displacement outside the plane, and the use of two UAVs to monitor at the same time from different perspectives will be expected to achieve the displacement of the measurement monitoring point in all directions.

5.2. Future Works. For the motion problems that still exist when drones hover, most of the studies used to eliminate this effect during data processing, which has been briefly introduced in the “Related Works” section. There are currently a certain number of studies to improve the stability of drones, such as Zhang Wei et al. propose various deep learning-based methods for machinery fault diagnosis [20, 21]. Lianghao Hua et al. propose a four-rotor UAV sensor fault diagnosis and fault-tolerant control based on a genetic algorithm. It is also pointed out that the fault adjustment method can be designed in the future to accelerate the response to the fault [22]. Zhong et al. propose a robust actuator fault detection and diagnosis (FDD) scheme for a quadrotor UAV (QUAV) in the presence of external disturbances. It is also pointed out that the estimates of actuator faults and external disturbances will be conducive to improving the system performance [23]. Optimizing the data processing process on the basis of improving the stability of the rotorcraft UAV is expected to make the monitoring results more accurate.

6. Conclusions

Digital close-range photogrammetry technology has the advantages of noncontact, multipoint, and rapid monitoring, and the application of UAVs makes the monitoring task no longer limited by the size of the field. The paper proposes a dynamic displacement monitoring method for UAVs based on digital close-range photogrammetry technology and optimize the data processing process for the problem that there is still moving when the UAV hovers. The method proposed in this paper does not need a lot of preparation for monitoring targets in advance and has the characteristics of rapid deployment. The experimental results show that the monitoring results obtained by the UAV after data processing and optimization are the same as those obtained by the digital camera installed on the ground.
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