Time series stationarity is vital for the effective implementation of forecasting models. Time series of renewable generation rich power system input variables such as photovoltaic generations, wind power generations, load power, and ambient temperature have inherent time series facets such as trend, seasonality, and volatility. These inherent facets, combined with the length of the time series or time series clustering, have a propensity to bias the stationarity tests’ outcome. This research conducts a rigorous comparative analysis to assess the tests’ sensitivity to different time series facets. A seasonal, nonstationary load power time series and its derived time series with synthetically embedded trend and volatility effects are used to help the study capture tests’ sensitivity to the above time series facets. This comprehensive analysis and discussion, via a set of well-delineated figures and tables, are expected to assist novice researchers in choosing a group of suitable tests for checking time series stationarity.

1. Introduction

Modern-day power systems are encouraged to accommodate renewable generations’ high penetrations at transmission and distribution levels [1–4]. The renewable generations have major characterizing features such as (i) uncertainty (unexpected change), (ii) intermittency (unplanned unavailability), and (iii) uncontrollability (power output is not under the control of the system management) [2, 3]. The above features, alongside load variability, necessitate new methodologies to analyze system flexibility to accommodate higher renewable penetrations [5]. Developing prediction models for the above power system input variables is helpful to most power system studies [3]. On this note, stationarity is vital as many applicable forecasting models rely on stationary time series for easy modeling and obtaining accurate results [3, 6]. For a stationary time series, statistical properties do not change over time. The raw time series collected from sources are often nonstationary and methods such as differencing [7] and transformation [8], help yield a stationary time series. Stationarity tests check whether the application of these methods has succeeded in producing a stationary time series. ADF test was the first test establishing the unit root concept. The presence of a unit root can be detected using unit root tests. Because of its higher reliability, the ADF test is of choice in the applications such as solar irradiance/PV power [17–20] and
wind speed/wind power [21–23] time series to check data stationarity. The unit root concept was further used in the PP test, attempting to curb the disadvantages of the ADF test. The main distinction between the ADF and PP tests is how the serial correlation of error terms [10] is handled. The pairs of ADF and PP tests are commented on concrete data stationarity decisions in [24, 25]. In addition to this pair, various normality tests such as Jarque Bera, Liliefors,
one-way KS, and SW tests were employed to assess stationarity by checking the normality of the time series [11]. The SW test is the most reliable of these tests as it has the highest power [26]. Levene’s test was utilized to check the equality of variances to ensure time-series stationarity after using unit root tests such as ADF, PP, and DF-GLS tests [12]. Besides, the nonparametric tests, KPSS, and Breitung tests also assess a time series by determining the unit root. To further support the test results of the ADF, PP, or ADF-PP duo, the KPSS test (which checks the existence of stationarity around a deterministic trend) is readily chosen [3, 27–29]. MK test is applied along with the ADF-KPSS pair to analyze trend effects effectively. Besides, various normality tests discussed above are also chosen to confirm the effective stationarity of time series [14]. The KW test was used after applying ADF, PP, and KPSS tests in [30] to assess the seasonal behavior of the time series. Similarly, one-way ANOVA-based tests and the KPSS test are suggested to evaluate seasonal effects [13]. Breitung test [31] was also used to test data stationarity in wind power applications. Lastly, a two-way KS test is proposed to analyze time series stationarity, highlighting the limitations of ADF and KPSS tests [15]. Furthermore, a comparison study of these tests is also made, considering some of the crucial aspects [10]. The important information about the unit root tests was noted. The effect of time series length on the tests is analyzed in [9] with the help of the power of a test. The reliability of all the nine tests discussed in this paper is analyzed by calculating power [16]. Authors in [32, 33] compared and noted the behavior of specific stationarity tests. Further, the drawbacks of unit root tests were highlighted in [34].

Although the computational steps for tests and their characteristics are well documented in the literature, the question arises of which test or combination of tests to use and when. Further, a comprehensive comparison among the tests by examining their sensitivity towards various time series facets and the effect of other critical factors can better investigate the selection of particular tests for a specific application. Although a systematic summarization and comparison of unit root tests are made in [10], the impacts of time series length/time series clustering, parameters associated with various tests, and time series
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**Figure 2:** The flow diagram for effective stationarization of time series.
Figure 3: A novel classification of well-established stationarity tests.

Figure 4: Time series of four synthetic datasets used for simulation.
facets on test outcomes through a detailed analysis are overlooked. The time series have facets that alter the test results in many ways, as highlighted in [9, 16, 32, 33]. Still, only a few selective tests that belong to a specific category are analyzed and compared. Thus, a study examining these facets' impact on well-established stationarity tests becomes necessary.

The major contributions of the paper are as highlighted underneath

(i) Firstly, the working of the existing tests is pictorially portrayed in this paper, assisting readers in figuring out how different the approach of a particular test is from others.

(ii) Further, a stationarity test’s attributes are highlighted, and the impacts of time series length/clustering and test parameters alongside time series facets on the test outcomes are examined.

(iii) The suitability of a test concerning these effects is also highlighted, and the capability of a stationarity test to characterize all properties of the time series and accordingly yield a fair outcome is thoroughly studied.

(iv) The appropriate incorporation of conclusions/suggestions at each analysis stage is expected to allow the readers to understand the tests' suitability for various power system applications.

The rest of the paper is organized as follows: Section 2 meticulously summarizes the nine well-established stationarity tests on a common platform. Their working steps are suitably explained, and an effective comparison is provided.

<table>
<thead>
<tr>
<th>Type</th>
<th>Notation</th>
<th>Characteristics</th>
<th>Sample size</th>
<th>Time step</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load power, $P_D$ (clean)</td>
<td>d1</td>
<td>—</td>
<td>500</td>
<td>Hourly</td>
</tr>
<tr>
<td></td>
<td>d2</td>
<td>Synthetic data</td>
<td>500</td>
<td>Hourly</td>
</tr>
<tr>
<td></td>
<td>d3</td>
<td>Seasonal, non-linear trend</td>
<td>500</td>
<td>Hourly</td>
</tr>
<tr>
<td></td>
<td>d4</td>
<td>Seasonal, volatile</td>
<td>500</td>
<td>Hourly</td>
</tr>
</tbody>
</table>

Table 1: Datasets used for result analyses.

<table>
<thead>
<tr>
<th>Model equation (for ADF)</th>
<th>d1</th>
<th>d2</th>
<th>d3</th>
<th>d4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test result</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test result</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Impact of drift and trend component consideration and time series facets on test results and critical values of ADF test.

<table>
<thead>
<tr>
<th>Model equation (for KPSS)</th>
<th>d1</th>
<th>d2</th>
<th>d3</th>
<th>d4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test result</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test result</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Impact of trend component consideration and time series facets on test results and critical values of KPSS test.

<table>
<thead>
<tr>
<th>Model equation (for PP)</th>
<th>d1</th>
<th>d2</th>
<th>d3</th>
<th>d4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test result</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test result</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Impact of drift and trend component consideration and time series facets on test results and critical values of PP test.
for the tests. Various time series facets are highlighted, and the importance of understanding the effect of these facets on stationarity test outcomes is elaborated in Section 3. Comprehensive result analysis is carried out in Section 4 to compare the impacts of time series length/time series clustering, tests’ parameters alongside the time series facets on test results to select tests’ suitability for various applications astutely. Finally, the critical findings are concluded in Section 5 and provided with some future scopes.

2. Stationarity Tests

The stationarity tests analyze a time series and mark whether it is stationary through test statistics such as $t$-test, $Z$-test, $LM$
The obtained statistics, which involves an examination of constraints on test results, is also a one-tailed unit root test. Still, it uses LM statistics of two groups and their relationship. Nextly, the KPSS test evaluates the significance of the difference between the mean of the series, which should not exceed a particular value given as, $k_{\text{nl}}$.

Component elimination using OLS detrending [10].

![Figure 1.](image)

Table 6: Impact of seasonality consideration and time series effects on test results and critical values of MK test.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Test result</th>
<th>Critical value</th>
<th>Test result</th>
<th>Critical value</th>
<th>Test result</th>
<th>Critical value</th>
<th>Test result</th>
<th>Critical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seasonality not considered</td>
<td>0.3480</td>
<td>1.9600</td>
<td>14.4893</td>
<td>1.9600</td>
<td>-0.6888</td>
<td>1.9600</td>
<td>13.6453</td>
<td>1.9600</td>
</tr>
<tr>
<td>Seasonality considered</td>
<td>11.7552</td>
<td>1.9600</td>
<td>19.3845</td>
<td>1.9600</td>
<td>11.7552</td>
<td>1.9600</td>
<td>19.7024</td>
<td>1.9600</td>
</tr>
</tbody>
</table>

Table 7: Impact of mean analysis and median analysis with time series effects on test results and critical values of Levene’s test.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Test result</th>
<th>Critical value</th>
<th>Test result</th>
<th>Critical value</th>
<th>Test result</th>
<th>Critical value</th>
<th>Test result</th>
<th>Critical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using mean</td>
<td>0.5836</td>
<td>0.0500</td>
<td>0.7196</td>
<td>0.0500</td>
<td>0.0152</td>
<td>0.0500</td>
<td>0.0223</td>
<td>0.0500</td>
</tr>
<tr>
<td>Using median</td>
<td>0.8327</td>
<td>0.0500</td>
<td>0.8846</td>
<td>0.0500</td>
<td>0.1307</td>
<td>0.0500</td>
<td>0.1238</td>
<td>0.0500</td>
</tr>
</tbody>
</table>

Table 8: Impact of time series effects on test results and critical values of KW, KS, and SW tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>d1</th>
<th>Critical value</th>
<th>d2</th>
<th>Critical value</th>
<th>d3</th>
<th>Critical value</th>
<th>d4</th>
<th>Critical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>KW</td>
<td>0.9168</td>
<td>0.0500</td>
<td>0.0000</td>
<td>0.0500</td>
<td>0.8173</td>
<td>0.0500</td>
<td>0.0000</td>
<td>0.0500</td>
</tr>
<tr>
<td>KS</td>
<td>0.5784</td>
<td>0.0500</td>
<td>0.0000</td>
<td>0.0500</td>
<td>0.1012</td>
<td>0.0500</td>
<td>0.0000</td>
<td>0.0500</td>
</tr>
<tr>
<td>SW</td>
<td>0.0000</td>
<td>0.0500</td>
<td>7.8276 × 10^{-8}</td>
<td>0.0500</td>
<td>1.1102 × 10^{-16}</td>
<td>0.0500</td>
<td>8.8698 × 10^{-9}</td>
<td>0.0500</td>
</tr>
</tbody>
</table>

test, and ANOVA. The test results for these tests are apportioned in various statistical distributions. For a 5% level of significance, the entire region under the distribution curve is divided into the acceptance region, constituting 95% of the whole region, and the critical region, making the rest 5%. When the result value lies in the acceptance region, the null hypothesis is accepted, whereas the null hypothesis is rejected when the test result value lies in the critical region. If the critical region lies at both ends of the curve, the test is two-tailed. When only one end contains the critical region, the test is one-tailed. The value of the test result for separating the critical region and acceptance region is called the critical value [35, 36]. The critical values mark the ends of the acceptance region, i.e., the region under which the null hypothesis is accepted. The tests are either one-tailed or two-tailed, meaning that the critical values signify one or both ends of the significance level, respectively. The working steps of nine well-established stationarity tests are portrayed in Figure 1.

The ADF test is a one-tailed t-test that checks the presence of a unit root [37]. Firstly, a model for the given time series is built (refer to Figure 1) and then tested for the presence of a unit root [37]. Firstly, a model for the given time series is built (refer to Figure 1) and then tested for the presence of a unit root [37].

Further, the seasonal MK test is applied if the time series has a seasonal component. Levene’s test can be employed for testing the equality of variances [12, 39]. It is a one-tailed test following the F statistics; hence, critical values are dependent on the level of significance and corresponding degrees of freedom. As F-test determines whether the samples taken from the same population, they assess whether the statistical properties of the samples considered are significantly similar. Besides, the KW test is a one-tailed H-test...
known as one-way ANOVA on ranks as it classifies its data into ranks and performs a one-way ANOVA test. The critical values for this test also depend on the level of significance and corresponding degrees of freedom [40]. Further, the two-way KS test is also one-tailed, comparing ECDFs effectively [15]. The critical value for this test is calculated as follows: \( D_{m_1,m_2} > \sqrt{-\ln (c_\alpha /2)1 + m_2/m_1/2m_2} \) [15], and thus it is dependent on group size and level of significance. Lastly, the SW test is also based on one-way ANOVA. Therefore it is one-tailed with critical values dependent on the significance level and corresponding degrees of freedom [11, 26]. The formulations of \( \tilde{\sigma}_r \) and \( \tilde{\sigma}_a \) are provided in [10], and those for calculating \( a_i \) are given in [26].

The existing test combos in the literature include, (i) ADF and KPSS [27], (ii) ADF and PP [24], (iii) KPSS and PP [13], (iv) ADF, KPSS, and PP [30], (v) ADF-GLS, PP, and normality tests [11], (vi) ADF, PP, DF-GLS, and Levene’s tests [12], (vii) ADF, KPSS, PP, and KW tests, and (viii) ADF, KPSS, seasonal MK and normality tests [14]. Breitung test [31] and two-way KS test [15] are not used with other tests. The unit root tests, i.e., ADF, KPSS, PP, and Breitung tests, and the MK test, can analyze the trend component in time series. The seasonal MK test is considered to avoid any discrepancies in the test results due to time series seasonality. Similarly, the Fisher, Levene, and KW tests help characterize seasonal behavior in time series. Two-way KS test analyses stationarity by comparing ECDFs in various time series fragments. Therefore, it should be capable of characterizing all the time series components, which account for its nonstationarity if the sizes of fragments are correctly chosen. Lastly, the SW normality test can analyze time series stationarity as normally distributed data are bound to be stationary. These stationarity tests cannot detect all the nonstationarizing time series factors such as trend, seasonality, and volatility. Further, the available stationarizing methods cannot remove all the nonstationary time series components. So a sequence of techniques must be employed for an effective stationarization. Therefore, deciding on a series of steps in which the stationarity components are required to be removed is essential and is suggested in

Figure 6: Impact of time series length and time series effects on test results and critical values of ADF test.
The tests that can detect trend components can yield unbiased results without being concerned about the presence of seasonality or volatility in the time series. Tests useful for seasonality assessment provide biased results in the presence of trend components as they fail to detect differences between seasonal and trend variations. In contrast, the presence of volatility is not a prime concern. Lastly, as volatility is generally detected using normality tests or similar tests, the time series should be free from any trend or seasonality component for true evaluation of the time series volatility. In the presence of trend or seasonality, these tests will provide results pertaining to these facets, which means that these components overshadow the results as volatility remains unassessed.

The variations in the above-discussed tests necessitate a suitable classification for duly understanding the similarities and differences between all these tests. Thus, a novel standard classification tree for stationarity tests is proposed in Figure 3. A test’s working principle being the main reason how a test is different from others is generally ignored in the existing stationarity test classifications; hence, after classifying the tests as unit root and nonunit root tests, the proposed classification is mainly prioritized on the working principles of the nonunit root tests. A detailed elaboration is provided underneath. The tests are classified as parametric, semiparametric, and nonparametric. Parametric tests assume the data to be normally distributed, whereas nonparametric tests do not have such assumptions. PP test is classified as semiparametric as initially, it follows a parametric model, but while constructing test statistics, a nonparametric approach is adopted. The tests are classified as EDF-based, regression and correlation-based statistical moment-based, sign function-based, and one-way ANOVA-based tests. Here, EDF-based tests function by computing the EDF of data. In contrast, regression and correlation-based tests use the ratio of normally distributed least squares estimates and the variance of the data sample. Similarly, statistical moment-based and sign function-based tests involve calculating moments and using sign function, respectively. One-way ANOVA-based tests mostly employ the
same principles as classical one-way ANOVA tests; hence, they can also be called improvements of one-way ANOVA tests. Lastly, parametric EDF-based tests are further classified as supremum and quadratic based on the computation of test statistics by respective tests. Tests entailing supremum yield test results by calculating the largest difference between two quantities, whereas quadratic tests do the same by calculating the quadratic difference.

3. Stationarity Test Attributes

The results of the tests for time series stationarity are often biased by time series facets, further affected by the time series length [38, 41, 42] as well as time series clustering [14, 39, 40, 43]. Various other parameters associated with the tests can also bias the test results. A practical stationarity test is expected to correctly indicate whether a given time series is stationary or not. Further, the test outcome should remain unbiased irrespective of the above facets.

3.1. Impact of Time Series Length on Test Results

The length of the time series significantly impacts the test results and critical values [38, 41, 44]. This capability varies differently for different tests. The time series length must not influence a test in providing unbiased results. For any given length, the tests should ideally yield an unbiased outcome; therefore, it is necessary to study the impact of length on the test results. This would provide colossal information about the tests’ efficacy while dealing with time series of different lengths. The effect of time series length on test results can be noted by comparing the test results and critical values for various lengths, which help notice the significance of a test declaring a time series as stationary or

![Figure 8: Impact of time series length and time series effects on test results and critical values of PP test.](image-url)
nonstationary. Actually, the test result is compared with the critical value to accept or reject the null hypothesis. Thus, if the positive difference between the test result and the corresponding critical value is higher, the null hypothesis is accepted or rejected by a higher significance. Therefore, if a time series rejects the nonstationary hypothesis by a large factor, then the time series is more strongly stationary. A nonstationary component in the time series may be overlooked when the time series considered for testing has a high length. Perhaps for a shorter length, the presence of the component is highlighted through the results. The impact of length on test results can only be studied for ADF, PP, KPSS, Breitung, MK, and SW tests. The rest of the tests analyze time series by dividing them into groups or clusters; hence, the impact of length on these tests’ outcomes cannot be characterized.

3.2. Impact of Time Series Clustering on Test Results. Some stationarity tests function by dividing the time series into various fragments [14, 39, 40, 43]. All these fragments are compared and analyzed, and test results are obtained. Among all the considered tests, Levene’s, KW, and two-way KS tests are built to examine the time series by dividing them into various groups or clusters. These fragments, groups, or clusters are created by considering some parts of the time series without any intermixing of data. The size of the group can cause notable variations in test results. It is crucial to know the apt size of the groups for respective tests to obtain accurate and unbiased results. Considering a very small or very large group size may lead to significant discrepancies in test results. Further, cluster sizes can also be unequal for all these tests. KS test can only test two clusters at a time, while Levene’s and KW tests can examine many groups at a time,
and thus the number of groups also turns out to be an essential attribute. The size of clusters, the number of clusters, or the fact that they are equally or unequally sized, should not affect the outcome of an ideal test. But in reality, these elements have a substantial effect on the results, so it is necessary to note their behavior for all the variations in these elements.

3.3. Impact of Time Series Facets on Test Results. Trend and volatility effects in a seasonal time series account for its nonstationarity and might bias the test results [32]. It is also possible that the tests may overlook these effects and may fail to yield unbiased results. It is vital to notice the changes in test results and critical values due to the trend effect as the facet cause nonstationarity in time series [38, 41, 42, 44, 45]. Such an analysis can help understand how impactful a trend effect could be in making a test bias. Similar to the trend effect, it would also be interesting to notice the changes in test results due to volatility effects. The impact of volatility on test outcomes is often characterized based on the test results, as the volatility effect has less impact on changing critical values [29]. The presence of deterministic seasonality may inflate the size and reduce the power of the ADF test; as a result, the distribution of the test is shifted towards the left, and the dispersion is lower [44]. The presence of deterministic seasonality components can lead to discrepancies in the decision-making process of the KPSS test under the null hypothesis [44]. Possibly, other tests can also characterize seasonality through test results similarly.

3.4. Impact of Changes in Test Parameters on Test Results. Various test parameters characterize stationarity tests; they define the primary features of respective stationarity tests, e.g., the median is typically employed in Levene’s test whenever the data distribution are not symmetrical, whereas the mean is appropriate when the data come from a symmetrical distribution [12]. Thus, significant impacts of these modifications could be observed through the test results. The parameters corresponding to various tests are listed as follows:
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(i) ADF – $k_1 = 0/k_1 \neq 0$, $k_1 = k_2 = 0/k_1 \neq 0, k_2 \neq 0, n_1$ \[41\].
(ii) KPSS – $k_2 = 0/k_2 \neq 0$ \[44\].
(iii) PP – $k_1 = 0/k_1 \neq 0, k_1 = k_2 = 0/k_1 \neq 0, k_2 \neq 0$ \[45\].
(iv) Breitung – $d_t = 0/d_t \neq 0$ \[38\].
(v) MK–Consideration of seasonality \[14\].
(vi) Levene’s–Analysis using mean or median \[12, 39\].

4. Result Analysis

The selection of effective stationarity tests for a given application necessitates a thorough examination of well-established tests, investigating their efficacy when dealing with multifold seasonal datasets with trend and volatility effects. A comprehensive survey is usually helpful for exposing tests’ weaknesses or failures when dealing with a particular time series facet. On this note, the performance of the nine well-established tests for four datasets (refer to Figure 4) is examined to check their ability to yield unbiased results. The analyses carried out in this section are fivefold. Firstly, the impact of test parameters on the test outcomes is studied considering four clean seasonal time series with synthetically embedded trend and volatility effects. Secondly, with the same datasets, the impact of time series length on test results is comprehensively studied. Furthermore, the sensitivity of stationarity tests’ outcome to time series clustering considering cluster size, cluster ratio, and cluster numbers is examined. Lastly, deliberate discussions of the obtained results are carried out and provided with appropriate suggestions on the selection of tests. The non-stationary datasets used for the above analyses are summarized in Table 1. Considering the four WGN-assisted seasonal datasets with synthetically embedded time series facets helps make the study more generic and informative. The load power consumption of a restaurant in Anchorage,
USA [46], denoted as d1, is the primary dataset for creating d2, d3, and d4.

4.1. Impact of Test Parameters on the Outcome of Unit Root Tests, ADF, KPSS, PP, Breitung’s, MK, and Levene’s Tests

4.1.1. Impact of Test Parameters on the Outcome of Unit Root Tests, ADF, KPSS, PP, and Breitung. All unit root tests involve time series modeling (refer to Figure 1). While modeling time series, $k_1$ and $k_2$ values are essential parameters for tests such as ADF and PP. For the KPSS test, $k_2$ is only considered. The overall deterministic component is considered for the Breitung test, similar to ADF and PP tests. These tests model the time series with a drift and a time-varying trend component upon consideration of $k_1$ and $k_2$ values, respectively. These components are then removed from the time series using OLS detrending method in ADF, KPSS, and PP tests. In contrast, GLS detrending technique is used in the Breitung test. Finally, the residual is tested for stationarity. When time series is modeled under consideration of these parameters, provided these components exist in the time series, higher accuracy can be expected from results for conformance of time series stationarity. The observations from the obtained results are similar for all the unit root tests (refer to Table 2 through Table 5). For all these tests, consideration of $k_2$ or time-varying trend component in $d_t$ does not have any impact on test outcome for data with no time-varying trend as in the case of d1 and d3. In contrast, due to the same trend component, notable changes are seen in results for d2 and d4 (refer to Table 2 through Table 5). Unit root tests effectively characterize trend components but cannot describe seasonality and volatility effects. Seasonality and volatility bias the test results of ADF, KPSS, and PP tests. Notably, the Breitung test did not render any biased results like all other unit root tests in the presence of the seasonality effect, thus showcasing its ability to detect the seasonality effect. Also, results without $d_t$ indicate that it is better to consider the drift and trend components if they are present in time series for effectively detecting seasonal components. Volatility also has a minimal but positive impact on the test under all conditions.
parameters. Further, critical values for all the tests are also reduced under consideration of \( k_1 \) and \( k_2 \) values or \( dt \). To check whether time series is not stationary according to the ADF and PP tests, \( k_1 = k_2 = 0 \) model is better for use. The results obtained under consideration of parameters \( k_1 \neq 0 \) with \( k_2 = 0 \) and \( k_1 \neq 0 \) with \( k_2 \neq 0 \) can be compared with of obtained with \( k_1 = k_2 = 0 \) as they indicate the necessary actions required for stationarizing the considered data. A similar approach can be used to check the presence of a trend with the KPSS test and the presence of drift and time-varying trends with the Breitung test.

4.1.2. Impact of Lag Number on ADF Test’s Outcome. ADF test involves the determination of \( n_l \) values as it is an integral part of the model equation (refer to Figure 1). These lag numbers significantly impact ADF test results under various time-series effects. In all the cases, the test outcome decreases for \( n_l = 1 \), and then inconsistently rises as the \( n_l \) value increase to \( n_{l,\text{max}} = 17 \). The critical values also decrease uniformly by a minimal factor with an increment in \( n_l \) value. Overall, it is seen that unbiased results are obtained for higher lag numbers. If the lag number is too small or too large, a loss in power of the ADF test is noticed [47]. This increases the chance of getting biased results. The trend component has notable effects on the test results as the entire plot shifts upward for \( d_2 \) and \( d_4 \), which can be visualized in Figure 5 as unit root tests can characterize the trend component effectively. The volatility effect is seen biasing the test outcome as the plots for cases \( d_3 \) and \( d_4 \) shift slightly down compared to \( d_1 \) and \( d_2 \) (refer to Figure 5).

4.1.3. Impact of Test Parameters on MK Test’s Outcome. For the MK test, considering seasonality is an essential parameter, as seasonal variations can lead to biased test outcomes. Consideration of seasonality enables the test to detect trend components in time series in the presence of seasonality by ignoring the seasonal variations, as it is possible that these variations can bias the test results because...
the test detects a monotonic trend by examining a gradual difference between data over time. MK test is designed to detect monotonic trends; hence, it effectively detects trend components in all the data (refer to Table 6). Biased results are obtained for the MK test, even considering seasonality due to the test’s high frequency of committing type-II errors. Thus, the overall outcomes are better when no seasonality is considered. Also, volatility has minimal or no effects on test outcomes of the MK test.

4.1.4. Impact of Test Parameters on Levene’s Test’s Outcome. Levene’s test is designed to test the stationarity of a time series by dividing it into clusters, and the test formulations require the calculation of the mean or median of the groups (refer to Figure 1). Therefore, consideration of the mean or median for time series analysis is a vital parameter for the test. In this analysis, the value of “G” is taken as 100. It is noticed that Levene’s test using mean has an overall better performance than that using the median as the results obtained are more biased for analysis using median than that using mean (refer to Table 7). The volatility effect is evidently characterized by Levene’s test, which can be seen in the results for d3 and d4. The test is seen as giving biased results for seasonality and trend components as the test is only capable of detecting a difference in variance. There is no significant difference in the variances of different groups, so biased results are obtained.

4.2. Impact of Time Series Effects on the Outcome of KW, KS, and SW Tests. KW test detects a difference in mean values between groups, whereas the two-way KS test checks the difference between the distributions of two groups. Thus, analyzing the time series is divided into five equal groups with $G = 100$ for the KW test and two groups with $G = 250$ each for the KW test. Both tests significantly characterized the trend’s impact, as seen in Table 7. The test outcomes are returned as 0, indicating that the stationary null is being rejected with utmost confidence. Biased results are obtained with both the tests for data in the absence of trend components, e.g., d1 and d3, due to the incapability of these tests to detect seasonality. But overall, the KS test performed better than the KW test as the results for KW tests are very
significantly biased compared to that of the KS test. Also, the volatility effect is quite effectively characterized by the KS test, as inferred through the results. Lastly, the SW test has given unbiased results. It is clear from the results that the test can detect seasonality (refer to Table 8). For d2 and d4, which have a trend component, an increase is seen in values of test results though insignificant. Similarly, the test result value rose for d3, having a volatility effect, but the difference is trivial. Thus, trend and volatility effects have minimal impacts on the SW test outcomes.

4.3. Impact of Time Series Lengths on Stationarity Tests’ Outcomes. Time series length is an essential feature of a time series. A higher number of data points can assist in building an effective time series model. Therefore, for analysis of test results of ADF, KPSS, PP, Breitung, MK, and SW tests for different time series lengths, the same four sets of time series are considered, with lengths 100, 200, 300, 400, and 500. The variations in test results and critical values are visualized for all the given datasets and are thoroughly analyzed (refer to Figures 6 through Figure 11). For ADF and PP tests, the critical values rise by a small factor as the length increases. In contrast, the Breitung test’s critical values decrease as length increases. There is no change in the critical values for KPSS, MK, and SW tests. ADF test result values show slight variations for length with d1, primarily due to seasonal variations. Further, if the same plot is seen for d2, test outcome values are increased as length increases due to the increasing impact of the trend effect. The ADF test can characterize trend components effectively, the test results indicate higher nonstationarity. Considering the plots in d3 and d4, it is noticeable that they are similar to d1 and d3 but with more significant variations due to the volatility effect. KPSS test results are biased as the length increases for time series with no trend effect. The result values keep decreasing, implying that the null hypothesis is being retained with a higher significance indicating stronger stationarity. While d2 and d4 datasets have an inherent trend component, the outcome values increase with length. The outcome is stationary for

![Figure 15: Impact of cluster ratio and time series effects on test results and critical values of Levene’s test.](image-url)
lengths 200 and 400, as there is no significant trend effect in these lengths. As the length increases, the stationarity null gets rejected with increasing significance due to the trend component. Volatility biases the test results overall as it can be noticed that for $d_3$ and $d_4$, the results indicate stronger stationarity or weaker nonstationarity than those of $d_1$ and $d_2$. Further, PP test result values decrease with an increase in length.

Considering that all the datasets under analysis are nonstationary, a decrease in outcome value with an increment in length indicates that the PP test performs better for time series with lower lengths. The test can also detect seasonal variations for lower lengths, possibly because the test characterizes the variation as a form of the stochastic trend for lower lengths. The test again effectively detects the trend component, as shown in Figure 8, as it is a unit root test. Similar to that of the KPSS test, the volatility effect biases the test results of the PP test too. In the case of the Breitung test, the test result values also decrease minimally as the length increases for $d_1$ and $d_3$ with no trend effect. The difference in the test results and critical values is more or less maintained. But, for $d_2$ and $d_4$, the test results decreased significantly with increased length. The trend effect becomes more prominent as the length increases, and it slightly biases the test results. Volatility has no significant impact on the test results, which can be noticed by comparing plots for $d_1$ and $d_2$ with $d_3$ and $d_4$, respectively. Further, the MK test has two lines of critical values as it is a two-tailed test, and seasonality is considered in this analysis. Trend component is detected for very low and very high lengths in all cases due to high Type-II error rates. For $d_2$ and $d_4$, as the length increases, the test rejects stationary null with higher significance as the trend effect becomes more and more prominent as the length increases. There are changes in plots of $d_3$ and $d_4$ to $d_1$ and $d_2$, respectively, indicating differences in results due to the volatility effect. The MK test possibly detects the volatility effect as a form of trend, and thus, nonstationary outcomes are yielded. Lastly, for the SW test, no significant changes are noticed for time series length for all the datasets. The test is seen behaving optimally against all.

Figure 16: Impact of cluster ratio and time series effects on test results and critical values of KW test.
the considered lengths for all the time series effects, further stating that these components have no significant impact on the test.

4.4. Impact of Time Series Clustering on Stationarity Tests’ Outcome. A threefold analysis of impacts of time series clustering considering various time series effects is executed. Levene’s, KW, and KS tests can be used with equal and unequal-sized clusters. For equal-sized group analysis, two groups are taken with sizes varying from 50 to 250 with a difference of 50. Next, the term cluster ratio is employed to conduct a uniform analysis of these tests for unequal-sized groups. It is defined as the ratio of the size of group 2 to that of group 1. The cluster size of group 1 is taken as 50 throughout the cluster ratio analysis, whereas the size of group 2 increases to 50, 100, 150, 200, and 250. Therefore, to study the impacts of increasing inequality among groups, the test results are plotted against cluster ratio. Further, Levene’s and KW tests can be employed with any clusters, while for the KS test; the number of clusters is always two. Thus, the variations in the test results for all three can be studied for varying cluster sizes (equal cluster sizes) and increasing cluster ratios (unequal cluster sizes), keeping the number of clusters as two. Hence, the impacts of the overall size of the clusters and the difference in sizes of the clusters on the test results can be visualized. For Levene’s and KW’s tests, the impacts of the number of clusters are also studied with a constant group size of 50. After analyzing the effects of changing sizes of two equal clusters, it can be noted that Levene’s test performs better with a larger cluster size in the presence of only the seasonality effect. From all other plots in Figure 12, it can be marked that the test yields better results for a small sample size. Trend effect yet continues to bias results while the test effectively detects volatility. Actually, using a smaller cluster size would be beneficial for obtaining more precise results. Still, the value of “G” should not be minimal as it could call a stationary time series nonstationary. Further, from Figures 13 and 14, KW and KS tests have similar variations in test results. A drop is seen in result

![Figure 17: Impact of cluster ratio and time series effects on test results and critical values of KS test.](image-url)
values for $G = 100$ and a further increase is seen as “G” values increments for d1. Likewise, for d3, the result values rise as “G” increases to 200 for the KW test and 150 for the KS test, and then a drop is seen. Overall, the performance of the tests is better for smaller cluster sizes for seasonal and volatile data. In addition to a trend component, as in d2 and d4, perfect results are obtained as these tests can effectively characterize the trend component.

Further, on studying the impacts of changes in cluster ratio on the test results, it can be seen that cluster ratio difference does not significantly affect Levene’s test’s results for detection of seasonality solely, which can be seen from results for d1 in Figure 15. For d3, overall performance is better for the lower cluster ratio, while an improvement is seen in the results again for a very high cluster ratio. For d2 and d4, having a trend effect, better results are obtained for a lower cluster ratio. Increasing cluster ratio also escalates the biased nature of the test’s results for d4. KW test results for d1 indicate that a higher cluster ratio is preferable for detecting seasonality, whereas, for d3, overall performance is improved for a lower cluster ratio. The results show enhancement for a very high cluster ratio (refer to Figure 16). Further considering the KS test, somewhat similar observations are noticed. Variations in results are detected for d3 in Figure 17, considering all these tests due to the strong volatility effect. Lastly, considering d2 and d4, perfect results are obtained for KW and KS tests as both these tests are capable of noticing trend components.

Considering the number of clusters, Figure 18 shows that Levene’s test yields better outcomes for lower cluster numbers for d1 and d2. In contrast, for d3 and d4, unbiased and more robust results are obtained for a higher number of clusters. The test is well-suited for analyzing volatility effects. Therefore, the test can notice more variations in data if the number of groups increases, as for d3 and d4. As the data are not volatile for d1 and d2, the variations noticed for the amount of data under testing dominate lower cluster numbers. The test’s biased output becomes stronger. Lastly, the KW test fails to detect seasonality in d1 (refer to Figure 19), but comparatively better results are obtained when the cluster number is lower. Further, for d3, vicissitudes are seen in the plots due to the volatility effect. Considering the
plots for d2 and d4, better and unbiased results are noted for a higher number of clusters as the trend effect is effectively highlighted by increasing the number of clusters.

4.5. Discussions. It can be noted from the obtained results that in some cases, the test outcome is contradictory, i.e., a nonstationary time series is represented as stationary or vice-versa. This can be due to the limitations in tests’ working because they cannot characterize the nonstationary facets. If the test’s working is entirely suitable for the desired application, calculating the power of a test would be beneficial to note how reliable the tests are in assisting the tests’ selection [16]. Calculation of power of a test provides information on whether the test is completely efficient in distinguishing the given data as per its null and alternative hypotheses. A test cannot be considered reliable if it does not have good power. Also, using two tests capable of characterizing the same component in time series is not helpful. Further, it can be seen that all the tests cannot characterize all the nonstationary time series facets. Few of these tests also have biased results over changes in other attributes such as time series length or clustering and tests’ parameters. For detecting trend components, all the tests except for Levene’s test are capable of varying strength in the unbiased examination, but the best among these are KW and KS tests. After that, only Breitung and SW tests could detect seasonality in all datasets. Lastly, Levene’s and SW’s tests could only characterize the volatility effect. SW test can characterize all component effects effectively, and its results do not bias by changes in time series length. But, if the SW test generates a nonstationary outcome, it does not always mean that the time series is not stationary. The time series could have a stationary non-normal distribution. In that case, a combo of Breitung, Levene’s, and KS/KW tests could be instrumental. The Breitung test can be considered with no deterministic components based on the results. Levene’s test can be employed using small cluster sizes, more or less equal group

---

**Figure 19:** Impact of the number of clusters and time series effects on test results and critical values of Levene’s test.
sizes, and higher cluster numbers. KW and KS tests can be used with any cluster size and cluster ratio, but a higher cluster number is preferable for the KW test.

Thus, the detailed result analysis and corresponding discussions would help a novice reader understand.

1. Working models of various stationarity tests and the similarities and differences between them.
2. Impacts of time series length and other time series facets such as trend, volatility, and seasonality on the test outcomes that assist in the selection of tests.
3. The correct usage of clustering and various other test parameters helps achieve good efficiency in acquiring unbiased test outcomes.
4. The best combination of tests that can be used to attain accurate information on the stationarity of a time series.

5. Conclusion

This research aimed to compare and examine time series stationarity tests, considering the effects of various time series facets to help the readers choose the best test for a given application. Nine well-established tests for stationarity were compared and analyzed thoroughly. The impacts of various time series effects on the test results with respect to various test parameters, time series lengths, and various types of time series clustering were taken into account. These impacts on the tests’ performance were studied in detail by applying them to clean data and the same data with synthetically embedded trend and volatility effects. Test results and critical values of the tests were compared for all the above analyses that highlighted their capabilities in characterizing all these effects for various test parameters. The variations in capabilities of tests in portraying all these effects through their results for different test parameters helped in choosing these parameters for additional analysis. Based on the results and discussions, it is suggested to use the SW test first, and if a nonstationary outcome is generated by the test, then Breitung, Levene’s, and KW/KS test is used. It is to mention here that a test’s performance should be analyzed considering all possible parameters’ settings to ascertain the optimal/appropriate parameter value to yield an unbiased test outcome. All the attributes considered in this paper are within certain limits. Possibly, more attributes exist that are not considered in this study. Further, the obtained test results may be biased. Critical research establishing the above future scope would add one more dimension to the judicious selection of stationarity tests for a particular application.

Nomenclature

ADF: Augmented Dickey– Fuller
ANOVA: Analysis of variance
AR: Autoregressive
ECDF: Empirical cumulative distribution function
GLS: Generalized least squares
KPSS: Kwiatkowski Phillips Schmidt Shin
KS: Kolmogorov Smirnov
KW: Kruskal Wallis
LM: Lagrange multiplier
OLS: Ordinary least squares
PP: Phillips Perron
PV: Photovoltaic
SW: Shapiro–Wilk
VR: Variance ratio
WGN: White Gaussian noise
δ_u: Test statistic for Breitung test
ε: White noise
ζ, φ, ψ: Model parameters
θ(q): Variance term associated with Z-statistic for VR test
ρ: Parameter of lag 1 term σ
ρ̂: OLS estimator of parameter ρ
σ: Standard deviation
σ̂: OLS estimator of σ ρ
σ^2: Variance
σ^2: Long run estimate of variance σ^2
ai: Coefficient for i-th ordered data sample in SW test
ci: Level of significance
d_i: Deterministic part of time series
i, j, l: Counting variable
k_1, k_2: Constant/intercept term and linear trend parameter respectively
r_i: i-th rank of data in KW test
n: Integer part of T/q in VR test; q is the period of VR test
n_i: Lag number for ADF test
n_i,max: Maximum value of n_i
s_i: Seasonal interval or seasonal period
sgn(.): sign function used to extract sign of a given real number
u: Residual part of time series
y: Overall mean of all the groups in Levene’s test
y: Time series data
y_i: Mean of data in i-th group
y_i: Median of data in i-th group
D_ni,ni: Test statistic for KS test
E(.): Calculates expected value
G: Group size
H: Test statistic for KW test
H0: Null hypothesis
HA: Alternate hypothesis
I(L): “L” order of integration (differencing of lag “L”)
LM_i: LM statistic for KPSS test
P_i: Power consumption
T: Time series length
TS_p: Test statistic for ADF and PP tests
W: Test statistic for Levene’s and SW tests
ZMK: Test statistic for MK test
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