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We rely on daily changes in implied volatility indices for the US stock market (VIX), developed markets excluding the US
(VXEFA), stock markets in Brazil (VXEWZ), Russia (RVI), India (NIFVIX), China (VXFXI), and the overall emerging market
volatility index (VXEEM) to examine the degree of information �ows among the markets in the coronavirus pandemic. �e study
also employs the complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) to decompose the data into
intrinsic mode functions (IMFs). Subsequently, we cluster the IMFs based on their level of frequencies into short-, medium-, and
long-term horizons.�e analysis draws on the concept of Rényi transfer entropy (RTE) to enable an assessment of linear as well as
non-linear and tail-dependence in the markets. �e study reports signi�cant information �ows from BRIC volatility indices to the
overall emerging market volatility index in the short-and medium-terms and vice versa. We also document a mixture of bi-
directional and uni-directional �ow of high risk information and low risk information emanating from emerging equity markets
and from the developed markets. We �nd that the transmission of high risk information is largely dominated by the developed
markets (VIX and VXEFA). In the midst of high degree of contagion, our �ndings reveal that investors can �nd minimal bene�ts
by shielding against adverse shocks from the developed markets with a combination of stocks from India and other equities in the
emerging markets in the short-term, within 1–15 days. For as low as 1–5 days, the empirical evidence indicates that a portfolio
consisting of stocks from Russia and Brazil also o�er immunity to shocks from the VXEFA. Our study makes an important
empirical contribution to the study of market integration and contagion among emerging markets and developed markets in
crisis periods.

1. Introduction

�e integration of global economies due to cross-border
trade and investment �ows has increased tremendously over
the past three decades. While this phenomenon has had
positive repercussions on global stock market development
and �nancial stability [1–4], it has also increased consid-
erably the correlations among global equity markets. Cor-
ollary to this, the diversi�cation bene�ts that were apparent
among markets have diminished signi�cantly [5]. �is
phenomenon has also heightened the search for segmented
markets by international investors. In this regard, the degree

of integration of emerging equities with developed markets
has become topical amongst �nance scholars in recent times
[6–8].

Although emerging equities’ correlations with developed
equities have increased over the years, some authors still
argue that stocks from emerging markets should be con-
sidered as segmented [9, 10]. In support of the segmentation
of emerging stock markets, Akbari et al. [11] reveal that
while economic integration has been achieved with global
markets, �nancial integration has been slow. Bekaert and
Harvey [12] are also of the view that emerging market eq-
uities are still not fully integrated with developedmarkets. To
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a certain degree, this explains the reason for the present
disparities in the percentage market capitalization of
emerging equity markets in the investable world equity
benchmark as compared to the number of emerging
economies in the world. While almost 80% of countries have
been classified to be emerging and account for about 59% of
total global GDP [13], these economies surprisingly account
for just around 13% of global equity capitalization.
According to Bekaert and Harvey [12], the less developed
nature of their financial markets in contrast to that of de-
veloped countries’ features makes emerging markets equity
worth considering in portfolio and asset allocation decisions
of international investors.

Aside from the aforementioned characteristics, several
other factors make stocks from emerging markets appealing
for portfolio construction and asset allocation to interna-
tional investors. Portfolios that include stocks from
emerging markets remain economically beneficial to in-
vestors. -is is because the equities have historically pro-
duced high risk-adjusted returns [14, 15] with an enhanced
investment opportunity set [16, 17]. In addition, the eco-
nomic outlook of emerging economies has been welcomed
with such optimism as never anticipated. -ese economies
are today the primary drivers of growth and wealth accu-
mulation in the world. -ey also house a lion’s share of the
world’s population and are home to the world’s largest
reservoir of future consumers [13]. Moreover, the contri-
bution of country-specific factors to the variance in equity
returns is also twice as much as industry-specific factors in
each emerging market, making equity price volatilities vary
for each emerging market [18, 19]. Corollary to this, Lyócsa
and Baumöhl [20] posited that during turbulent times,
emerging markets exhibit lower risk-return correlations
compared to developed markets.

Despite the enormous potential attributed to emerging
markets, they possess enormous risks for investors. With
relatively lower levels of financial development and weaker
institutional structures, emerging economies are imbued
with high levels of information asymmetries [21] and lower
investor protection [22]. -ese result in high cost of
enforcing contracts. More likely than not, the speed to
achieving full financial integration into global equity mar-
kets is being hampered by the lower level of financial de-
velopment and high level of investment risk that is blatant in
emerging economies [11]. Nonetheless, this phenomenon is
not pervasive across all emerging economies. Stressing these
similar characteristics of emerging markets, however, should
not obscure the fact that they are not homogenous.
Emerging countries differ from each other in terms of po-
litical systems, legal structures, regional heterogeneity, and
the speed of institutional and economic reforms [23].

Beginning from the early 1980s, most of the emerging
economies including BRIC countries have undertaken
several economic and financial reforms due to economic
integration and enhanced financial liberalisation. -ese
economies adopted electronic trading systems, improved the
strength of investor protection, enhanced the enforcement
of anti-insider trading laws, strengthened connections be-
tween domestic exchanges, and enhanced significantly their

regulatory and disclosure requirements [24, 25]. -ese have
made such economies, particularly BRIC more attractive for
USA and other international investors. Predictably, these
investors seek optimal portfolio allocation, international
diversification, and hedging strategies [24, 26]. Notwith-
standing, the extent to which such benefits exist is conse-
quent on the level of stock market integration.

Intuitively, emerging markets should be heavily linked
to the USA market and equities from other developed
markets due to underlying trade and investments. -ere-
fore, shocks from these developed markets should be
transmitted to the emerging markets as it affects exports
and investments made by multinational companies from
countries in the developed markets. -is form of inter-
dependences allows shocks, whether of local or global
nature to be transmitted across the countries due to real
and financial linkages [27]. In particular, Bhattarai et al.
[28] note that uncertainty shocks from the US exhibit
significant uncertainty spillovers to emerging economies.
Horvath and Zhong [29] had also documented that these
shocks have sizeable impacts on macroeconomic fluctua-
tions in emerging countries and that a considerable fraction
of these impacts is through the domestic stock market.
While this does not normally constitute contagion in
normal conditions, their occurrence during turbulent
conditions coupled with their adverse effects can be
expressed as contagion [30–33]. Contagion can also be seen
from the comovements of financial markets as a result of
“irrational” phenomena, such as financial panics, herd
behavior, loss of confidence, and increased risk aversion in
times of crisis [30]. Hence, it is explicated to investigate
contagion in light of common occurrence in countries with
similar economic scenarios from regional blocs (Mon-
soonal effects), shared economic fundamentals arousing
high linkages, and triggering of crisis elsewhere from an-
other country for reasons inexplicable by macroeconomic
indicators [34, 35] driving global economic shock.

In this paper, we examine the information flows among
developed markets and emerging markets. We do not
employ price or return series because the dynamics of
contagion and integration are captured faster and clearer
through volatility indices than stock indices [36]. Moreover,
we take a slightly different perspective from studies that
examine integration with realized volatility [12] by
employing implied volatility indices. -is is because vola-
tility series obtained from stock indices are historical and
may not accurately capture future uncertainties [37]. -e
implied volatilities however, provide an accurate measure of
uncertainty as it captures historical information of stock
prices and investor sentiments about future expectations of
stock price movements in tandem [5, 8, 38]. Since volatility
indices are also traded securities, they are useful for portfolio
optimization and asset allocation decisions. Due to the
superiority of the information content of the implied vol-
atilities which has been well acknowledged and documented
in the literature [36, 39, 40], we rely on forward-looking
indices, the VIX, VXEFA, VXEWZ, RVI, NIFVIX, VXFXI,
and VXEEM which depicts implied volatility indices from
the US stock market, developed markets (excluding the
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USA), Brazil, Russia, India, China, and overall emerging
market index respectively.

We note that employing changes in volatility indices
rather than stock returns presents significant challenges due
to variations that are more intense in the former than the
latter. Volatility indices reflect asymmetric, non-normal, and
time-varying behaviors of investors [8]. Such behaviors may
present issues of non-linearities, and non-stationarities
[32, 41]. Noise, which is a regular phenomenon in stock
market data, can be more germane to volatility indices. We
deal with the inherent complexities in the dataset by
employing the complete ensemble empirical mode de-
composition with adaptive noise (CEEMDAN) to decom-
pose the series into intrinsic decomposition (IMF). -is
represents different time horizons and in consequence,
smoothens out the underlying complexities. Particularly, the
CEEMDAN removes noise from the dataset which may be as
a result of irrational investor behaviours. Subsequently, we
utilise the Rényi entropy to assess the information flows
among the developed equity volatility indices and the
emerging market indices. As a unique variant of the transfer
entropy techniques, Rényi entropy differentiates between
tails of the distribution by assigning weights. Unlike the
Shannon entropy, Rényi entropy allows emphasis on dif-
ferent distribution areas, depending on the weighting pa-
rameter. We surmise from the characteristics of financial
time series data and the studies of [5, 8] that volatility indices
are tail-distributed. -ese fat tails can be more apparent in
the pandemic.

We contribute to the following First, it has been shown
that noise in time series can be more pronounced than the
signal’s effect, thereby affecting the results to the some extent
[32, 39, 41]. In our attempt to circumvent this, the study
becomes the first to employ noise-assisted technique
-CEEMDAN- on equity markets in empirical discussions on
the linkages between emerging and developed equity mar-
kets. -e CEEMDAN decomposition also enables investors
to tailor their trading strategies taking into consideration the
heterogeneous and adaptive nature of their portfolio re-
quirements and market opportunities. Second, the appli-
cation of the Rényi transfer entropy provide a non-
parametric, non-linear, and asymmetric lens to the dis-
cussions on market contagion and integration in crisis
periods.

While this approach helps to overcome a number of
inherent complexities in financial time series data, the
output also delineates higher-risks assets from lower-risk
assets. In the midst of the pandemic which may quicken
financial contagion, such classification enables investors to
pair higher-risk equities with lower-risk equities in their
portfolios to minimize risks. Instead of spillovers, we classify
the extent of significant high risk information in the pan-
demic among equity markets to measure the degree of
contagion in this study. -is offers a new lens to the extant
literature on financial market contagion and integration. In
this instance, portfolio diversification strategies may not
work in equity markets that receive significant high risk
information. Similar to this perspective, Gallegati [42] noted
that contagion makes correlations among markets break

down in times of crisis, diminishing any benefits from
diversification.

Overall, the empirical evidence from the Rényi entropy
reveals both bi-directional and uni-directional flow of high
risk information and low risk information emanating from
emerging equity markets and from the developed markets.
We find that the flow of high risk information is largely
dominated by the developed markets (VIX and VXEFA).
-e study also document significant information flows from
BRIC volatility indices to the overall emerging market
volatility index in the short- and medium-terms. In the light
of the flight to safety triggered by the coronavirus pandemic,
our findings has important implication for investment de-
cisions. -e next section of the study presents the meth-
odology employed in the study. We then proceed with the
analysis of the results and its discussion. Finally, the con-
clusion and implications are discussed.

2. Literature Review

-e possibility of examining the dynamics of time series in
frequency domains should be more appealing to finance
scholars because investor behaviour tends to differ across
time [32, 43, 44]. We draw theoretical insights from the
adaptive market hypothesis (AMH), heterogeneous market
hypothesis (HMH) and competitive market hypothesis
(CMH) in the regard. Lo [45, 46] asserts in the AMH that
markets evolve according to varying degrees of efficiency.
Adaption, innovation, competition, and mutation result in a
decrease and increase in the intensity of market efficiency
due to varyingmarket conditions [47, 48].-e implication of
the AMH for investors is that opportunities for profits
evolve, which should affect the timing of implementing
strategies, justifying the importance of active portfolio
management. Müller et al. [49] also contend in the HMH
that investors analyze events and news and employ trading
strategies taking into consideration their different time
horizons.-is, we define as intrinsic time. Consequently, the
efficiency of markets and the level of investor risk aversion
could differ in the COVID-19 pandemic.

-ough the emergence of the recent COVID-19 turmoil
has affected countries differently due to differences in re-
sponses and other factors, the shocks to international trade
and transnational flow of funds may open the floodgates for
financial contagion and financial harm. -e damage to most
markets can be quite extensive due to weak precautionary
measures and poor response rates [31]. -is appears to have
caused a fragility in the global financial system and public
health care delivery. Seen as a country-specific phenomenon
as of the early January in 2020, the degree of contagion and
pace of transmission has rendered almost all economies
crisis-ridden.

Moreover, measures that have been employed to min-
imize the spread has also curtailed economic activity sig-
nificantly. -ese have triggered movements of funds to safer
economies, known as the flight to safety [31]. In the light of
increased vagueness in economic forecasts as well as
heightened uncertainty in asset prices due to the pandemic, a
typical feature of investors is their changing risk appetites
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that causes a recalibration of portfolios to match their
updated competing risk and reward preferences [32]. -is,
together with fear also causes investors to switch among
different markets. With the inceasing levels of financial
openness and international trade around the globe, devel-
oped but also emerging markets have become closely in-
terrelated to arouse contagion during crisis periods.

On the empirical front, this study is closely knit to the
studies of [5, 8]. -e latter examined the cross-market
volatility linkages among the VIX, the developed market
index (VXEFA), and the VXEEM. -eir findings divulged
that the VIX has information content that is stronger for the
VXEEM than the VXEFA, implying a stronger degree of
correlation between emerging markets and VIX than other
developed markets. -e former also assessed the relation-
ships between changes in the implied volatility for US stock
market (VIX) and changes in the Brazilian (VXEWZ),
Chinese (VXFXI), and overall emerging market volatility
(VXEEM) indices. -ey employed the mixed Quantile re-
gression-Copula methodological approach and documented
a strong positive and asymmetric linkages between VIX and
the volatilities of the emerging market indices.

Unlike the aforementioned studies, we examine the
information flows between BRIC volatility indices and the
overall emerging market volatility index (VXEEM). Lyócsa
and Baumöhl [20] proffer that in turbulent times, emerging
markets exhibit lower risk-return correlations. In conse-
quence, the economies of BRIC countries can offer diver-
sification potentials for international investors in the
pandemic. In this vein, the paper investigates whether the
overall emerging market index has the complete information
contents of the BRIC markets, thereby eroding all diversi-
fication benefits between them. To our knowledge, this is the
first empirical attempt to examine volatility linkages among
the emergingmarket index and the BRIC indices. Second, we
quantify the flow of information between the developed
equity markets and the emerging markets to assess the
nature of causality during the pandemic. Although the
linkages between developed and emerging equity markets
were the focus of the studies of [5, 8], our study differs in
terms of the sample window and data treatment.-e present
discussion is conducted with a data coverage in the period of
the COVID-19 pandemic–an era with the greatest uncer-
tainty in financial markets and economic activity. Gallegati
[42] avers that portfolio diversification strategies may not
work in turbulent times as the correlation among markets
could break down. -us, the COVID-19 sample window
provide a uniquely rich dataset to examine the dynamics of
contagion and market integration. More importantly, our
empirical study is conducted in frequency domains.

3. Methodology

-is section discusses the use of CEEMDAN and the Rényi
transfer entropy (RTE) in the empirical study.

3.1. CEEMDAN. -e use of empirical mode decomposition
(EMD) techniques to decompose time series data that have

received enormous attention over the years from researchers
due to its purely data-driven algorithm to separate scales
which are exclusive of predefined basis functions, compared
to wavelet analysis [41, 50, 51]. For instance, in the wavelet
decomposition, a mother wavelet is required to decompose a
signal which is subjective in its selection and highly influ-
ential [50]. However, the EMD method resorts to scale
mixing problem. -is was addressed with the ensemble
empirical mode decomposition method (EEMD). Wu and
Huang [52] incorporated a randomly generated white noise
series to the original signal in their EEMD. Further, Torres
et al. [53] developed the Complete Ensemble Empirical
Mode Decomposition with Adaptive Noise (CEEMDAN) to
solve the residual noise in the reconstructed signals within
the EEMD. -e CEEMDAN is superior to the EMD, EEMD
and CEEMD [32, 41]. Further, it solves the problem of low
decomposition efficiency, and saves a great deal of pro-
cessing power. Again, the output of CEEMDAN follows a
Gaussian distribution, so that each IMF follows N (θi, 1)
[54]. -is is important because the observed data often
describe a set of phenomena whichmay be of different kinds,
i.e. whichmay include a phenomena of different quality [55],
which presents themselves in quantitative discrepancies in
financial time series.

We decomposed the volatility indices into seven IMFs
and a residual using the libeemd R package developed by
Helske and Luukko [56]. -e application of the algorithm
follows the following procedures:

Start the number of realizations N, noise parameters,
index for IMF j� 1.

Perform the EMD for N realizations; Sm(t) � S(t) +

δoWn(t), i � 1, 2, 3, . . . , N, where n denotes to the index for
realizations; Wn(t) is the white noise series added to the
candidate signal, and δo is the noise parameter for the
initial step.

-e ensemble mean intrinsic mode functions (IMF) are
estimated as:

IMFn(t) �
1
N

􏽘

N

n�1
IMFn(t). (1)

-e exclusive first residue can be calculated as:

r1(t) � s(t) − IMFn(t). (2)

Evolve N number of realizations, then the operator Ej(·)

produces Jth the mode obtained by EMD.

rjn(t) � rj(t) + δjEj(Wn(t)),

n � 1, 2, 3, . . . , N,

IMFj+1(t) �
1
N

􏽘

N

n�1
E1 rjn􏽨 􏽩.

(3)

-e final step is to calculate the jth residue, where
j � j + 1:

rj(t) � rj−1(t) − IMFj(t). (4)
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3.2. Rényi Transfer Entropy. As a precursor to our discus-
sion on the RTE, we start with the concept of Shannon
entropy introduced by Shannon [57] as a measure of un-
certainty upon which transfer entropy is embedded in in-
formation theory. We consider a probability distribution
with diverse results of a given experiment, pj. In accordance
with Hartley [58], each symbol’s average can be written as:

H � 􏽘
n

j�1
Pjlog2

1
Pj

􏼠 􏼡 bits, (5)

where n represents the number of distinct symbols with
respect to the probabilities Pj.

-e Shannon entropy posits that for a discrete random
variable (J) with probability distribution (P(j)), the average
number of bits needed to optimally encode independent
draws [59] is given as:

HJ � − 􏽘
n

j�1
P(j)log2P(j). (6)

With the notion of Markov processes, Shannon entropy
is aligned with the concept of information efficiency es-
poused by Kullback and Leibler [60] to measure the flow of
information in the two time series. We present I and J as two
discrete random variables with corresponding marginal
probabilities of P(i) and P(j), joint probability P(i, j), with
dynamic structures in line with a stationary Markov process
of order k (Process I) and I (process J).-eMarkov property
implies that the probability to observe I at time t + 1 in state i

conditional on the k previous observations is
p(it+1|it, . . . , it−k+1) � p(it+1|it, . . . , it−k). To encode the ob-
servation in t + 1, the average bits number required once the
ex-ante k values are known, can be illustrated as

hj(k) � − 􏽘
i

P it+1, i
(k)
t􏼐 􏼑logP it+1|i

(k)
t􏼐 􏼑. (7)

where i
(k)
t � (it, . . . , it−k+1) (analogously for process J). In a

two-way perspective and in accordance with the Kullback-
Leibler distance, quantification of the deviations from the
generalized Markov property from process J to process I is
made P(it+1|i

(k)
t ) � P(it+1|i

(k)
t , j

(I)
t ).

-e Shannon transfer entropy can thus be presented as:

TJ⟶I(k, l) � 􏽘 P it+1, i
(k)
t , j

(I)
t􏼐 􏼑log

P it+1|i
(k)
t , j

(I)
t􏼐 􏼑

P it+1|i
(k)
t􏼐 􏼑

. (8)

whereTJ⟶I estimates the flow of information from J to I. In
a similar vein,TI⟶J, whichmeasures information flow from
I to J, can also be obtained.-e net information flows can be
estimated by differencing, i.e. taking the difference between
TJ⟶I and TI⟶J.

Having discussed the Shannon entropy, we proceed with
Rényi’s variant of transfer entropy. -is variant is based on a
on a weighting parameter q [61] and can be calculated as:

H
q
J �

1
1 − q

log􏽘
j

P
q
(j), (9)

with q> 0. For q⟶ 1, Rényi entropy converges to
Shannon entropy. For 0< q< 1 means that a low probability
event receives greater weight, while for q> 1 the weights
benefit outcomes j with a higher initial probability. In
consequence, Rényi entropy allows emphasis on different
distribution areas, depending on the weighting parameter q

[32, 59, 62] relative to the Shannon entropy.
On the application of the escort distribution [63]
∅q(j) � pq(j)/􏽐jp

q(j) with q> 0 to normalize the
weighted distributions, we derive Rényi’s transfer entropy as;

REJ⟶I(k, l) �
1

1 − q
P it+1, i

(k)
t , j

(I)
t􏼐 􏼑

log
􏽐i∅q i

(k)
t􏼐 􏼑P

q
it+1|i

(k)
t􏼐 􏼑

􏽐i,j∅q i
(k)
t , j

(I)
t􏼐 􏼑P

q
it+1|i

(k)
t , j

(I)
t􏼐 􏼑

.

(10)

It is worth noting that the calculation of the Rényi
transfer entropy can result in negative values. In such a
situation, knowing the history of J depicts even greater
uncertainty than would otherwise be indicated by only
knowing the history of I alone [32, 44].

Marschinski and Kantz [64]note that the transfer en-
tropy estimates are efficient in large samples but produce
bias results in small results. -e correction of this bias is
possible with a shuffled version given below:

ETEJ⟶I(k, l) � TJ⟶I(k, l) − TJshuffled⟶I(k, l), (11)

where TJshuffled⟶I(k, l) is the transfer entropy using a
shuffled version of the time series J. -is is achieved through
a random realignment of values drawn from the observed
time series J to generate a new time series. -e resultant
series causes a destruction of the time series of J, taking into
consideration the statistical dependencies between J and I.
-is commands a zero convergence of TJshuffled⟶I(k, l)

when the sample size is increasing.-is presupposes that any
nonzero value of TJshuffled⟶I(k, l) is attributable to small
sample effects. In consequence, the replication of the
shuffling, together with the average of the resulting estimates
across all replications becomes the estimator for the bias due
to the small sample which are subtracted from the Rényi
transfer entropy estimates which helps to derive effective
transfer estimates that are unbiased.

Relying on a Markov block bootstrap, the statistical
significance of the transfer entropy estimates, as given by
(11) can be examined as indicated by Dimpfl and Peter
[65]. -is preserves the dependencies within the variables
J and I, but eliminates the statistical dependencies be-
tween J and I contrary to shuffling. Repeated estimation of
transfer entropy then provides the distribution of the
estimates under the null hypothesis of no information
flow. -e associated p − value is given by 1 − 􏽢qT, where 􏽢qT

denotes the quantile of the simulated distribution that is
determined by the respective transfer entropy estimate
[59].

Finally, algorithms of the transfer entropy are based on
discrete data.-is requires a discretization of the continuous
data employed in the study. To address this, symbolic
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encoding is performed which partitions the data into finite
set of bins [32, 59]. For a given number of bins n, with
bounds q1, q2, q3, q4 . . . , qn−1(q1 < q2 < q3 < q4 · · · < qn−1)

and a continuous observed time series data yt, its parti-
tioning is given by:

st �

1, yt ≤ q1,

2, q1 <yt < q2,

⋮

n − 1, qn−2 <yt < qn−1,

n, yt ≥ qn−1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

-e size and distribution of the observed time series
informs the selection of the number of bins. In empirical
studies that place importance on tail observations, binning is
usually based on left tail and right tail quantiles [32]. -e
selection of the 5% and 95% empirical quantiles to represent
lower and upper bounds of the bin respectively makes the
task easier. -is gives rise to three symbolic encodings
comprising the lower tail with negative volatility shocks
(5%), the upper tails with positive shocks (95%) and the
normal shocks which is in the second bin (middle 90%).

3.3. Data and Preliminary Analysis. -e study employs daily
changes in the volatility indices from January 6, 2020 to
September 23, 2021 obtained from investing.com to examine
the information flows among the VIX, VXEFA, VXEWZ,
RVI, NIFVIX, VXFXI, and VXEEM which depicts implied
volatility indices from the US stock market, developed
markets (excluding the USA), Brazil, Russia, India, China,
and overall emerging market index, respectively. We begin
the preliminary analysis with plots of the series and the
volatility changes. -is is followed by a descriptive analysis
of the volatility changes and the decomposed data.

Figure 1 illustrates the plot of the volatility indices and
the ln-changes changes in the indices. It is observed that the
beginning of the COVID-19 pandemic saw a massive rise in
investor fear in both developed equities and emerging
markets. -is behavior at the start of the pandemic is shown
by all indices. We attribute this to both country-specific
factors and volatility spill overs arising from panic and fear at
the start of the pandemic in the first quarter of 2020 which
resulted in increased investor risk aversion. Gunay [31] notes
that the vague picture of economic stability painted as well as
unstable asset prices at the beginning of the pandemic
resulted in massive recalibrations of investors’ portfolios in
accordance with their new level of risk aversion. In these
periods, stock markets took the biggest hits [31]. -us, it is
not startling that investor fear was skyrocketing in record-
breaking highs. On the right-hand-hand side is the plot of
the changes in the indices. -e volatility clustering exhibited
is a regular feature of financial time series data.

From Table 1, the mean changes in the volatility indices
are quite low, approaching zero. -is is because volatility
changes exhibit fat tails and are tail-distributed. -is is
evidenced by the data captured at the 95th percentile and 5th
percentile of the distribution. We also record dispersions on

a daily basis as evidenced by the standard deviation. Aside
from changes in the overall emergingmarket volatility index,
the changes in the other volatility indices are positively
skewed and exhibit excess kurtosis. -is means that frequent
positive changes in the volatility indices except for VXEEM
have occurred during the pandemic. Generally, volatility
indices are countercyclical in nature and tend to increase
during recession but are low in times of expansion [8]. In the
time of the pandemic, the frequent positive increments can
be attributable to increase in investor risk aversion as a result
of increased fear and uncertainty. From the ADF test, we
reject the null hypothesis of a unit at a 1% significance level.

-e correlation coefficients and the variances indicate
that IMF-1 dominates in all cases. -us, we observe that the
correlation-variance dominance minimizes with increasing
levels of IMFs to the residual, which measures the deter-
ministic long-term. More likely than not, spikes in implied
volatility indices are mainly dominated by short-term dis-
turbances. -is probably explains the volatile nature of the
daily changes in the indices as shown in Table 1. -e mean
period show the average frequencies of the respective IMFs
[66].-e CMHpresupposes that active portfolio rebalancing
is a common feature of the pandemic. In line with this
hypothesis and based on common features, we cluster IMF-1
to IMF-4 as the short-term (periods with high frequencies),
IMF-5 to IMF-7 as the medium-term (medium frequencies)
and the residuals imply the fundamental behavior of the
changes in volatility series, the deterministic long-term
trend. -us, we classify the short-term as a period up to 15
days in the pandemic, mean periods above 15 days but below
144 days as the medium term. -is is similar to the clas-
sification of Adam et al. [66] and Owusu Junior et al. [32].

4. Results and Discussion

-is section of the study presents the results and its dis-
cussion.-e analysis was conducted using the Rényi transfer
entropy (RTE). First, we present the findings of the on the
information flows between the emerging markets and the
developed markets, VIX and VXEFA. Second, the study
examines the information flows between BRIC volatility
indices and the overall emerging market volatility index.
RTE framework results in both negative (high risk) and
positive (low risk) values. In the presence of increased
uncertainty from a particular, the pairing enables us to
examine whether diversification benefits exist for that
market with the recipients. -e ends of the blue bars rep-
resent critical levels from 1%–10%. In consequence, the blue
bars should either be in the positive or negative regions to
reject the null hypothesis of no information flow. -is also
implies that any overlap at the origin is insignificant.

4.1. Information Flows between Emerging Market Volatility
Indices and VIX. Figure 2 presents the RTE plots repre-
senting the information flows between the VIX and the
emerging markets across time horizons.

-e dominance of the VIX in transmitting high risk
information (leading the contagion) was asserted in the short
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term with the US communicating significant negative in-
formation to the emerging market indices. -e composite
short-term results show a significant bidirectional flow of
information between the RVI and the VIX. Moreover, we find
that over the short-term, the VXFXI receives low risk in-
formation in the pandemic although not significant. -is
means that in the midst of increasing uncertainty which has
increased the transmission of higher risks to emerging eq-
uities, a combination of assets from Brazil, Russia or India
with the stocks from China may withstand shocks from the
US, although gains from such diversificationmay beminimal.

-e medium-term was denominated by negative
transmissions of bidirectional information but mainly in-
significant. While IMF-5 and IMF-6 give an indication that
the emerging markets were dominating in terms of signif-
icant high risk information transmission, the composite
view for the medium-term still showed complete domina-
tion of the VIX in transmitting negative information to

emerging markets. Specifically, a significant bidirectional
flow of information exists between VXEWZ, VXEEM and
the VIX. Aside from NIFVIX, which was insignificant, the
VIX transmitted significant high risk information to all the
other emerging equities. -us, the VIX also dominated the
medium-term information flows. In the long-term, the study
also reports a bidirectional flow of information, but these are
mainly insignificant.

In common, the dynamics of information flows in both
the short- and medium-terms underscore the superiority of
the VIX in transmitting contagion to emerging markets. -e
superiority of the information content of the VIX has been
well documented in the extant literature [65, 67–69]. -e
coronavirus which has affected cross-border movements of
goods and capital significantly affecting trade and since
emerging markets are tied to USA mainly through under-
lying trade and investments, it creates the conditions for
shock transmission among financial markets. -e direction

Table 1: Descriptive statistics.

Variable Mean Q95 Q5 Std. dev. Skewness Kurtosis ADF test
⊿VXEWZ 0.00086 0.12738 −0.09761 0.07530 1.2936 8.8771 −6.7416∗∗∗
⊿RVI 0.00008 0.09798 −0.08509 0.06266 1.0571 9.5614 −6.4878∗∗∗
⊿NIFVIX 0.00067 0.10155 −0.08217 0.05943 1.3286 7.0522 −5.302∗∗∗
⊿VXFXI 0.00139 0.16807 −0.12508 0.10851 0.45390 18.524 −8.1013∗∗∗
⊿VXEEM 0.00069 0.15747 −0.11671 0.12711 −0.38573 25.407 −8.3845∗∗∗
⊿VXEFA 0.00113 0.19402 −0.17942 0.12874 0.39039 8.8125 −7.9595∗∗∗
⊿VIX 0.00071 0.1640 −0.1140 0.09389 1.4350 10.152 −7.3102∗∗∗

-e summary statistics on the ln-changes (∆) in the volatility indices daily are reported.-e rows corresponds to implied volatility indices for stockmarkets in
Brazil, Russia, India, China, overall emerging markets, developed markets, and the US market in the ascending order. -e table reports the mean, 95th

percentile, 5th percentile, skewness, Kurtosis and the ADF test of stationarity in the order from the second column to the seventh column respectively. ∗∗∗, ∗∗,
and ∗ represent significance levels at 1%, 5% and 10%, respectively.

80
60
40
20

V
IX

60
40
20

V
XE

FA

75
50
25

50

30

20

20

12
/1

0/
19

02
/0

8/
20

04
/0

8/
20

06
/0

7/
20

08
/0

6/
20

10
/0

5/
20

12
/0

4/
20

Date

02
/0

2/
21

04
/0

3/
21

06
/0

2/
21

08
/0

1/
21

09
/3

0/
21

30
40
50
60
70

40
60
80

60
90

120

100

150

V
XE

EM
V

XE
W

Z
RV

I
N

IF
V

IX
V

XF
XI

Date

12
/1

0/
19

02
/0

8/
20

04
/0

8/
20

06
/0

7/
20

08
/0

6/
20

10
/0

5/
20

12
/0

4/
20

02
/0

2/
21

04
/0

3/
21

06
/0

2/
21

08
/0

1/
21

09
/3

0/
21

-0.4
0.0
0.4
0.8

-0.1

-0.2
0.0
0.2

-0.25
0.00
0.25
0.50

-1.0
-0.5

-0.4

-0.4
-0.2
0.0
0.2
0.4
0.6

0.0
0.4

0.0
0.5
1.0

0.0
0.1
0.2

V
XF

XI
N

IF
V

IX
RV

I
V

XE
W

Z
V

XE
EM

V
XE

FA
V

IX

Figure 1: Plots of volatility indices (LHS) and changes in the indices (RHS).
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of the shocks which is largely from the VIX can be presumed
that these emerging markets are more dependent on the
USA for trade, although it bilateral (evidenced by the bi-
directional flow of information occurring at some fre-
quencies). Hence, it is likely the shocks to trade flows as a
result of the coronavirus pandemic might have exacerbated
the contagion, resulting in high risk transmission to
emerging equities. Moreover, since active portfolio reba-
lancing should be a regular feature of international USA
investors in the short and medium term due to the COVID-
19 pandemic, a recalibration of portfolios will result in
increased activity by USA investors who may be having
equities from these emerging markets in their portfolios or
who may want to invest in emerging equities as stocks from
emerging markets are regarded as segmented stocks,
eventually increasing the risk of contagion in those markets.
Our findings in the short and medium-terms which con-
firms the dominance of the VIX in transmitting high risk

information is not shocking because the VIX is also regarded
as the overall investor fear gauge [70–72]. -us, the per-
formance of the USA market has been a predictor of stock
returns in other countries including emerging economies.
-e findings in the short- and medium-term corroborates
with studies that document that the US stock market exhibit
significant volatility and mean spill-over to emerging stock
markets [7, 8, 73–76]. Similarly, Bhattarai et al. [28] and
Horvath and Zhong [29] documented that emerging mar-
kets are susceptible to shocks from the USA with the latter
adducing empirical evidence to support that the channel of
the external shock to the emerging countries is funda-
mentally through their stock markets.

In the long-term, we document that the VIX and the
emerging equities transmit high risk information be-
tween each other, but it is not statistically significant. In
this horizon, we expect changes in fear between the USA
and emerging equities to be largely influenced by

Table 2: Description of IMFs and residuals for the volatility changes.

Index IMF 1 IMF 2 IMF 3 IMF 4 IMF 5 IMF6 IMF 7 Residual
⊿VXEWZ
µ 2.858 4.975 6.948 12.594 22.389 40.3 57.57
ρ 0.7547∗∗∗ 0.3728∗∗∗ 0.4195∗∗∗ 0.3135∗∗∗ 0.1687∗∗∗ 0.1278∗∗∗ 0.0444 0.0729∗
σ21 0.6573 0.1222 0.0652 0.047 0.0814 0.0275 0.0023 0.0235
σ22 0.6573 0.1222 0.0652 0.047 0.0814 0.0275 0.0023 0.0235
⊿RVI
µ 2.7793 4.9753 6.6066 11.85 21.2105 40.3 67.167
ρ 0.7461∗∗∗ 0.4881∗∗∗ 0.3450∗∗∗ 0.3404∗∗∗ 0.2244∗∗∗ 0.2103∗∗∗ 0.1277∗∗∗ 0.0216∗∗∗
σ21 0.6274 0.0994 0.0529 0.0746 0.0197 0.0315 0.0079 0.0148
σ22 0.6274 0.0994 0.0529 0.0746 0.0197 0.0315 0.0079 0.0148
⊿NIFVIX
µ 2.9416 4.7976 7.1964 12.2121 22.3889 33.583 80.6
ρ 0.7183∗∗∗ 0.4726∗∗∗ 0.3698∗∗∗ 0.2578∗∗∗ 0.2232∗∗∗ 0.1904∗∗∗ 0.1507∗∗∗ 0.1233∗∗∗
σ21 0.5931 0.0876 0.0607 0.0672 0.1453 0.0080 0.0108 0.0636
σ22 0.5931 0.0876 0.0607 0.0672 0.1453 0.0080 0.0108 0.0636
⊿VXFXI
µ 2.723 4.7411 6.397 13.433 22.389 36.636 57.57
ρ 0.8242∗∗∗ 0.4231∗∗∗ 0.283∗∗∗ 0.2058∗∗∗ 0.0855∗∗ 0.0636 0.0398 0.0403
σ21 0.7392 0.1393 0.0555 0.0415 0.0305 0.0078 0.0014 0.0045
σ22 0.7392 0.1393 0.0555 0.0415 0.0305 0.0078 0.0014 0.0045
⊿VXEEM
µ 2.723 4.915 6.106 11.853 22.389 44.778 67.167
ρ 0.7281∗∗∗ 0.3901∗∗∗ 0.2953∗∗∗ 0.1690∗∗∗ 0.0872∗∗ 0.0740∗ 0.0153 0.0371
σ21 0.8295 0.2227 0.0957 0.0428 0.0345 0.0063 0.0052 0.0076
σ22 0.8295 0.2227 0.0957 0.0428 0.0345 0.0063 0.0052 0.0076
⊿VXEFA
µ 2.687 4.914 6.948 12.594 23.706 36.636 100.75
ρ 0.7999∗∗∗ 0.4063∗∗∗ 0.3088∗∗∗ 0.195∗∗∗ 0.0753∗ 0.0975∗∗ 0.0357 0.0431
σ21 0.7497 0.1596 0.0631 0.0318 0.0427 0.0154 0.0031 0.0050
σ22 0.7497 0.1596 0.0631 0.0318 0.0427 0.0154 0.0031 0.0050
⊿VIX
µ 2.760 4.8552 6.3968 13.0 21.2105 44.7778 80.6
ρ 0.7449∗∗∗ 0.4396∗∗∗ 0.3914∗∗∗ 0.2030∗∗∗ 0.1155∗∗∗ 0.1319∗∗∗ 0.0605 0.0646∗
σ21 0.6539 0.1407 0.0673 0.1037 0.1169 0.0177 0.0079 0.0028
σ22 0.6539 0.1407 0.0673 0.1037 0.1169 0.0177 0.0079 0.0028

-e features of the decomposed data. We report the mean period (µ) measured by the total number of points divided by number of peaks.-is means that the
value of the µ is indirectly related with the level of frequency. -e Pearson correlation coefficients (ρ) are also reported computed as the correlation between
each IMF and the original/observed volatility indices. -e variance proportion of each IMF and the residue to the variance in the original data (σ21) as well as
the variance proportion of each IMF to the total variance in the decomposed data (σ22). -e latter, should mainly corroborate with σ21.
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country-specific factors and other underlying funda-
mentals. Our findings are contrary to the study of Dutta
[74] who finds significant long-run relationship between
the volatility indices of the USA stock market and that of

China and Brazil. -is study was not conducted in a
crisis period and did not attempt to deal with the noise,
non-linearities and tail-dependence in the financial time
series data.

Short-Term

V
XE

W
Z

N
IF

V
IXRV

I

V
XE

EM

V
XF

XI

V
XE

W
Z

N
IF

V
IXRV

I

V
XE

EM

V
XF

XI

Ef
fe

ct
iv

e T
ra

ns
fe

r E
nt

ro
py

Information Flow to VIX Information Flow from VIX
Information Flows between Emerging Markets’ Volatility Indices and VIX (Short–Term)

0.2

0.0

-0.2

-0.4

V
XE

W
Z

N
IF

V
IX RV

I

V
XE

EM

V
XF

XI

V
XE

W
Z

N
IF

V
IX RV

I

V
XE

EM

V
XF

XI

Ef
fe

ct
iv

e T
ra

ns
fe

r E
nt

ro
py

Information Flow to VIX Information Flow from VIX
Information Flows between Emerging Markets’ Volatility Indices and VIX at IMF–4

0.1

0.2

0.0

-0.1

-0.2

-0.3

V
XE

W
Z

N
IF

V
IXRV

I

V
XE

EM

V
XF

XI

V
XE

W
Z

N
IF

V
IXRV

I

V
XE

EM

V
XF

XI

Ef
fe

ct
iv

e T
ra

ns
fe

r E
nt

ro
py

Information Flow to VIX Information Flow from VIX
Information Flows between Emerging Markets’ Volatility Indices and VIX at IMF–2

0.1

0.2

0.0

-0.1

-0.2

V
XE

W
Z

N
IF

V
IX RV

I

V
XE

EM

V
XF

XI

V
XE

W
Z

N
IF

V
IX RV

I

V
XE

EM

V
XF

XI

Ef
fe

ct
iv

e T
ra

ns
fe

r E
nt

ro
py

Information Flow to VIX Information Flow from VIX
Information Flows between Emerging Markets’ Volatility Indices and VIX at IMF–3

0.1

0.2

0.0

-0.1

-0.2

-0.3
V

XE
W

Z

N
IF

V
IX RV

I

V
XE

EM

V
XF

XI

V
XE

W
Z

N
IF

V
IX RV

I

V
XE

EM

V
XF

XI

Ef
fe

ct
iv

e T
ra

ns
fe

r E
nt

ro
py

Information Flow to VIX Information Flow from VIX
Information Flows between Emerging Markets’ Volatility Indices and VIX at IMF–1

0.1

0.0

-0.1

-0.2

-0.3

-0.4

Medium-Term

-0.2

-0.1

0.0

0.1

Ef
fe

ct
iv

e T
ra

ns
fe

r E
nt

ro
py

Information Flows between Emerging Markets’ Volatility Indices and VIX at IMF–5
Information Flow to VIX Information Flow from VIX

V
XE

W
Z

N
IF

V
IXRV

I

V
XE

EM

V
XF

XI

V
XE

W
Z

N
IF

V
IXRV

I

V
XE

EM

V
XF

XI

-0.2

-0.1

0.0

0.1

Ef
fe

ct
iv

e T
ra

ns
fe

r E
nt

ro
py

Information Flows between Emerging Markets’ Volatility Indices and VIX at IMF–6
Information Flow to VIX Information Flow from VIX

V
XE

W
Z

N
IF

V
IX RV

I

V
XE

EM

V
XF

XI

V
XE

W
Z

N
IF

V
IX RV

I

V
XE

EM

V
XF

XI

-0.2

-0.1

0.0

Ef
fe

ct
iv

e T
ra

ns
fe

r E
nt

ro
py

Information Flows between Emerging Markets’ Volatility Indices and VIX at IMF–7
Information Flow to VIX Information Flow from VIX

V
XE

W
Z

N
IF

V
IXRV

I

V
XE

EM

V
XF

XI

V
XE

W
Z

N
IF

V
IXRV

I

V
XE

EM

V
XF

XI

-0.2

-0.1

0.0

Ef
fe

ct
iv

e T
ra

ns
fe

r E
nt

ro
py

Information Flows between Emerging Markets and VIX (Medium–Term)
Flow towards VIX Flow from VIX

V
XE

W
Z

N
IF

V
IXRV

I

V
XE

EM

V
XF

XI

V
XE

W
Z

N
IF

V
IXRV

I

V
XE

EM

V
XF

XI

-0.2

-0.1

0.0

Ef
fe

ct
iv

e T
ra

ns
fe

r E
nt

ro
py

Long-Term
Information Flows between Emerging Markets’ Volatility Indices and VIX – Residual

Information Flow to VIX Information Flow from VIX

V
XE

W
Z

N
IF

V
IX RV

I

V
XE

EM

V
XF

XI

V
XE

W
Z

N
IF

V
IX RV

I

V
XE

EM

V
XF

XI

Figure 2: Information flows between emerging market volatility indices and VIX.
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4.2. Information Flows between Emerging Market Volatility
Indices and VXEFA. Having examined the information flows
between the emerging markets and VIX, we also quantify the
information flows between the emerging market equities and

VXEFA as shown in Figure 3.-eVXEFAmeasures the implied
volatility index for 24 developed markets, excluding the US.

In the short-term, we observe from IMF-1 to IMF-4
varying degree and nature of information flows with
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Figure 3: Information flows between emerging market volatility indices and VXEFA.
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diversification potentials. While, we find information link-
ages in the short-term to be largely insignificant, we doc-
ument at IMF-2 that a combination of stocks from the Brazil
and Russia can absorb shocks from the developed markets.

Specifically, at IMF-2, we observe that RVI is a significant
positive recipient of shocks from the VXEFA while VXEWZ
is a significant negative recipient. Overall, we find that in the
short-term, the VXEFA dominates the emerging equities in
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Figure 4: Information flows between BRIC volatility indices and VXEEM.
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information transmission. -e VXEFA transmits high risk
information while information flow from emerging equities
although high risk are insignificant. Noticeably, we also find
that the NIFVIX is a positive recipient of information from
the VXEFA although this is insignificant. In consequence,
albeit the stocks from India can be paired against any of the
emerging equities in the pandemic to withstand short-run
shocks from the VXEFA, the gains from such portfolios are
also minimal given that the low risk information flows to the
NIFVIX are not significant.

In the medium-term, we document that except for equity
markets in Brazil and the overall emerging market which
transmit insignificant negative shocks to the VXEFA, there
exist a significant bidirectional negative information spill-
overs between each of Russia, India, China and the devel-
oped markets. We attribute these findings to increased trade
and investments between the developed equities in the
Middle East and Europe and the emerging markets. -ese
economies largely depend on themselves for cross-border
trade and investments due to proximity and other benefits,
which might have resulted in enormous integration. -is
makes high risks intensified due the shocks in cross-border
trade from the coronavirus pandemic easily transmissible.
-e findings corroborate with the study of Badshah et al. [8],
Al Nasser and Hajilee [77] and Todea [78].

4.3. Information Flows between BRIC Volatility Indices and
VXEEM. From Figure 4, we find that BRIC economies often
transmit significant high risk information to the overall
emerging market volatility index (VXEEM) in the short-term
while information from the VXEEM to the BRIC volatility
indices are not significant. Over the short-term, we expect
NIFVIX and VXFXI to be recipients of positive information
from the VXEEM in the pandemic although it is not sta-
tistically significant. In the medium-term, BRIC economies
continue to show maximum dominance by transmitting
significant high risk information to the overall index for
emerging markets. At the same time, India maintains its
status as a recipient of positive but insignificant information.
-e positive and insignificant information is also documented
for the Brazilian stock market as well. In the long-term, we
observe that except for the VXFXI which receives insignificant
negative information from the VXEEM, there exist a bidi-
rectional flow of information between the BRIC equity
markets and the overall emerging market index.

BRIC equity markets in the short and medium term have
been shown to dominate in volatility transmissions espe-
cially from China. -e dominion of BRIC economies is not
shocking because BRIC countries are the engine of economic
growth in emerging economies [79]. -us, shocks from the
financial markets of these economies should have implica-
tions on the financial structure of the overall emerging
market. Mostly in the short-term and frequently in the
medium-term, the study also documents a bi-directional
flow of significant and high risk information between the
VXFXI to the VXEEM with the VXFXI dominating in terms
of information intensity. -is may be attributable to the
strength of the economic power of China and the growing

financial structure of the Chinese economy. China being one
of the biggest export partners to emerging economies could
also underlie the strength of the VXFXI in the contagion
transmission during the pandemic. While political and
macroeconomic differences exist between China and the
emerging economies, several studies show that contagion
could be easily spread among countries closely tied with
international trade than macroeconomic policies [80–82].

Moreover, we find that in the short and medium-term,
Russia, Brazil, and India are frequent transmitters of positive
but insignificant news. -is partly underlies the differences
in the contribution of the emerging markets to the overall
emerging market index.-is also paves benefits for investors
to diversify in the short-term with these stocks and the
overall market index although the benefits from such
strategies are minimal given that the opportunities are not
persistent throughout the short-term periods and also due to
the insignificance in the information flows. -e findings
divulge that opportunities for diversification even in short-
term must be considered with care and investors must be
very active in portfolio construction, in line with the
competitive market hypothesis [32]. Further, investors need
to adapt to changing investment opportunities in the short-
term, consistent with the adaptive market hypothesis
[26, 27]. For instance, as low as 7 days in the short-term,
Russia and Brazil can diversify with the VXEFA in the midst
of increasing contagion and shocks emanating from China.
After this period until 12 days in the short-term, Russia and
India but not Brazil can offer such minimal benefits.

-e heterogeneous nature of the market opportunities is
also seen in the medium-term, where eventually, there is
immense contagion emanating from BRIC economies to the
VXEFA. However, the ability of the VXEFA to transmit high
risk information is low in such horizon with Brazil and India
receiving insignificant positive information. In the long-
term, we presume that expected growth from other
emerging economies in Europe, Asia, and Latin America
may diminish the extent to which BRIC economies can
transmit high risk information, minimizing the contagion to
the overall emerging market volatility index, thus, ac-
counting for the insignificance in the information flows. No,
diversification benefits exists in the long-term between the
VXEFA and BRIC economies. It can be assumed that in the
long-term, the VXEFA should have the complete infor-
mation content of BRIC equity volatilities, thereby eroding
such diversification benefits. In parallel, country-specific
variables could be an important source of risk aversion rather
than industry-specific factors in each emerging market in the
long-term, making equity price volatilities vary for each
emerging market and minimizing the extent to which con-
tagion can be transmitted. -e findings are in line with the
studies of Eun and Lee [18] and Phylaktis and Xia [19].

4.4. Summary of Findings. -e study presents the summary
findings in Tables 3–5 for information flows between the
emerging markets and the VIX, the emerging markets and
the VXEFA and the between BRIC countries and VXEEM
respectively.
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5. Conclusion and Policy Implications

-eflight to safety triggered by the COVID-19 pandemic has
accelerated the search for segmented markets to minimize
investor losses. -is has ignited discussions on whether
emerging equity markets have achieved full integration due
to increased underlying cross-border trade and investments
with developed markets, thereby eliminating all gains from
diversification. In this regard, an assessment of the degree of
contagion between emerging markets and developed mar-
kets in the light of the pandemic can bring clarity to the
debate on whether emerging equities should still be classified
as segmented. Aside from this, a well-structured empirical
discourse can be useful to international investors alike [83].

Corollary to this, we employ implied volatility indices,
which capture investor fear and sentiments about future
stock market activity. -is is because discussions on market
integration and contagion are captured much faster and
clearer through volatility volatilities than stock returns.
Specifically, we use the VIX, VXEFA, VXEWZ, RVI, NIF-
VIX, VXFXI, and VXEEM which depicts implied volatility
indices from the USA stock market, developed markets
(excluding the USA), Brazil, Russia, India, China, and
overall emerging market index, respectively. In line with the
heterogeneous, adaptive and competitive market hypothe-
ses, we decompose the volatility changes into intrinsic time
using the CEEMDAN. Further we clustered the IMFs using
the mean periods into short-, medium-, and long-term.
Subsequent to this, we apply Rényi’s variant of transfer
entropy which deals with tail-dependence and non-linear-
ities which exist in changes in volatility indices.

Regarding the flow of information between volatility
indices of BRIC economies and that of the overall emerging
market volatility index, we document significant high risk
information usually emanating from BRIC countries to the
emerging market index both the short- and medium-term.
In the long–term, we find the existence of bidirectional flow
of negative information but these are largely insignificant. As
regards the information flows between emerging markets
and the developed equity markets, we adduce evidence to
support both bi-directional and uni-directional flow of high
risk information and low risk information from emerging
equity markets and from the developed markets. We find
that the transmission of high risk information is largely
dominated by the developed markets (VIX and VXEFA).

In common, we note that a high level of contagion from
developed equity markets exist in the pandemic with
emerging equities which diminishes the benefits of diver-
sification during the pandemic. Nonetheless, investors can
take advantage of the minimal benefits that exists in both
markets by shielding against adverse shocks from the de-
veloped markets with a combination of stocks from India
and other equities in the emerging markets in the short-
term. Moreover, portfolios comprising equities from Russia
and Brazil also offer immunity to shocks from the VXEFA, in
the very short-term, approximately within 5 days. In this
regard, our findings divulge that international investors who
seek to diversify with equities from BRIC economies must
pay attention to shocks from the implied volatility indices of

BRIC countries, the VIX and the VXEFA to undertake active
portfolio rebalancing in the short-term. -e findings also
have important policy implications.

To minimize the impact of the COVID-19 which has
opened the floodgates for financial harm and contagion
among equity markets, policymakers in the developed
economies and emerging markets must develop a rapid
response mechanism to dealing with the uncertainty and
fear among investors. -e implementation of fiscal and
monetary policies to deal with the economic impact of the
pandemic can minimize investor fear. Policymakers in
emerging economies must also reduce policy inconsistencies
and take steps to achieve export and import diversification
from developed markets to minimize the extent to which
shocks to trade and investments from developed countries
can cause financial harm.

Although the Rényi entropy is robust and deals with
most of the inherent problems in time series, the findings
must be assimilated with caution.We note that the time zone
factor can affect the spread of contagion in the pandemic,
which is considered as a caveat for this study. Similar trading
times mean greater synchronicity, allowing markets to ac-
quire innovations and receive external shocks simulta-
neously. Markets that do not have the same trading time
zone are exposed to non-synchronism which can lead to an
underestimation of the extent of linkages. Further studies
can test the lag effects to circumvent the problems of non-
synchronicity. Additionally, the time and frequency nexus
among the variables could be explored to divulge both
structural events adaptability and investors’ horizons het-
erogeneity as in the case of bi-wavelet, partial wavelet,
Barunı́k and Křehĺık [84] approaches, etc., [85–88].
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