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In today’s world, data visualization is employed in every aspect of life, and online course makers should take use of the wealth of
behavioral data provided by students. Currently, data visualization is being used to suit the development needs of online education
in the Internet age. It is also a strong assurance for the online course platform’s improvement and implementation. Data vi-
sualization is already closely related to our lives. For online education, the application of data visualization can help course
builders understand learners’ learning time characteristics, learning behavior habits, and learning improvement e�ects, so as to
provide learners with corresponding learning guidance, solve learners’ learning di�culties, and improve learning e�ciency and
course teaching quality. In order to con�rm the improvement e�ect of visualization technology on online learning, the following
work is done in this study.  is study describes the current state of visualization technology in the United States and inter-
nationally, as well as the foundation for the prediction approach that will be proposed later.  ere are many factors in the
evaluation of the online learning e�ect, and it is dynamic, which is a nonlinear manifestation.  e nonlinear computing, self-
learning, and high fault endurance of arti�cial neural network technology are used in this article, and an online learning e�ect
improvement prediction model based on the improved BP neural network is established, namely, the Levenberg–Marquardt back
propagation (LMBP) prediction model.  e experimental results suggest that the model has a good level of accuracy and may be
used to forecast the e�ect of online learning improvement.

1. Introduction

It is an Internet age today, and online education has
gradually spread to every corner of the world [1, 2]. Since
2012, large-scale online open courses have sprung up around
the world. Education giants have successively opened high-
quality courses, leading many colleges and universities to
launch unique courses on various educational platforms.
With the rapid development of information technology with
the universal application in people’s lives, education has
undergone tremendous changes in concepts or methods
[3–5]. In this context, the General O�ce of the Ministry of
Education clearly pointed out that it is necessary to com-
prehensively carry out the popularization of online learning

space, identify more than 500 national high-quality online
open courses in the second batch, and accelerate the con-
struction of an online integrated learning environment. At
the moment, online open courses are mostly used in two
ways at colleges and universities: fully online learning and
mixed learning. Among these, blended learning based on
(Massive Open Online Courses) MOOCs has emerged as a
new and signi�cant technique of instruction in colleges and
universities [6]. Learning materials may be shared, learning
techniques can be self-directed, and learning activities can be
integrated into one another. Learning evaluations can be
integrated into the management of learning activities, and
learning management can be informative. In today’s world,
the major force in promoting educational and instructional
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change is the college or university. In the teaching process,
teaching evaluation through testing is the most common
evaluation method. ,e test data contains a lot of educa-
tional information. ,ese have an important feedback and
guiding significance for students’ learning and teachers’
teaching. ,rough the data analysis after the test, it can give
students and teachers effective guidance and help [7]. ,e
current problem of test data analysis is that there are many
literature on student test data, and there are a lot of research
results, but there are certain deficiencies in solving the
problems of students’ personalized learning and teachers’
targeted teaching work. Usually after the test, teachers and
students get a report card, students see their own scores and
rankings in each subject, teachers get the scores and rankings
of the class, and students still cannot determine their own
shortcomings. At the same time, teachers can only teach as a
whole based on experience. ,e emergence of visualization
technology helps to solve this problem. Data visualization
technology has the function of presenting information
patterns, and users can use data more intuitively and quickly,
so as to make corresponding decisions more efficiently
[8–10]. ,ere are two layers of data visualization research
items. One is to use icons or legends to represent numerical
or statistical data, and the other is to come up with new or
fascinating ways to represent abstract ideas. ,e main fea-
ture of data visualization is its powerful image generation
ability, which can generate images that accurately corre-
spond to the data; at the same time, the convenient operation
of inputting data to obtain images can save people from
tedious steps and facilitate users to accumulate data for a
long time. It is the top priority of big data analysis [11]. ,e
most widely used data visualization tool is Microsoft Excel,
which is utilized by the majority of educators to create a wide
range of educational charts. As can be seen, the use of vi-
sualization technologies in online education is a foregone
conclusion. ,is research makes a prediction about the
improvement effect of visualization technology on online
learning using deep learning technology and a neural net-
work model. It is hoped that this research will prove the
important influence of visualization technology on online
education, in order to make better use of visualization
technology in the field of online education.

,e research is organized as follows.,e related works are
presented in Section 2. Section 3 analyzes the methods of the
proposed work. Section 4 discusses the analysis and experi-
ments. Finally, in Section 5, the research work is concluded.

2. Related Works

Data visualization is very popular among researchers because
data visualization can clearly display the information contained
in a large amount of data, so as to better understand and solve a
difficult task. Fu et al. [12] mentioned that they developed an
interactive visual analysis system called iForum, which visu-
alizes a large amount of data in MOOC forums, can effectively
discover and understand temporal patterns in MOOC forums,
and effectively discover and understand the dynamic process of
learners, providing course builders with valuable insights to
help them improve their courses and prepare them for the next

launch. In addition, the visualization of learning behavior data
on the online platform can also help the platform to predict the
learning performance of learners, recommend courses suitable
for learners, and improve the adaptability of online platform
courses to learners. Yin et al. [13] pointed out that through data
visualization, not only factors related to the dropout rate of
learners, but also the correlation between the two courses taken
by learners can be found. Students who begin their studies
earlier tend to have lower dropout rates, and this course’s
learning efficiency has increased significantly, both of which
contribute to the course’s overall improvement in teaching
quality. ,e foreign works such as “Visualizing Data,” which
have been on the hot-selling list, guide the practical operation
of data visualization technology from the aspects of problem
discovery, data collection, visualization classification and steps,
visualization tool selection, and application skills [14–17].
,ere are also many domestic experts and scholars who have
published works and academic papers on data visualization,
proposed many university algorithms, and developed related
technologies. In reality, visualization has been applied in
various fields such as traditional medicine, social media, as-
tronomy, and geography and has achieved certain results. At
present, the research on data visualization is still in-depth [18].
,rough reading a large number of domestic and foreign
literature and books, it is found that people are more accus-
tomed to classifying visualization into four categories: scientific
computing visualization, data visualization, information vi-
sualization, and knowledge visualization. Scientific computing
visualization is the visualization of data generated by research
calculations or experiments. ,e visualized data include data
generated by scientific computing and experiments [19]. With
the rapid development of information technology, visualization
extends from data generated by scientific computing to other
types of data, and data visualization is born from this. Com-
paredwith scientific computing visualization, data visualization
contains all digital data, so it can be said that scientific com-
puting visualization belongs to data visualization, and scientific
computing visualization can be regarded as a kind of data
visualization. For example, in “Design and Implementation of
the Data Visualization Exploration System,” a general data
visualization exploration system based on Web GL technology
is designed and implemented, which can efficiently output
complex visualization results [20]. Information visualization
refers to the realization of the visualization of abstract infor-
mation with the support of computer software in order to
enhance people’s cognition of nonphysical abstract informa-
tion. Compared with data visualization, information visuali-
zation involves a new category because information not only
includes data, knowledge, and graphics but also involves new
ideas and philosophies. For example, a domestic article collects
the information that can be visualized inWeChat, conducts in-
depth and detailed data information mining on the visuali-
zation of WeChat chat record information, and summarizes
the value of the application ofWeChat chat record information
visualization. Knowledge visualization is a newly developed
field following scientific computing visualization, data visual-
ization, and information visualization. It uses visual effects to
promote knowledge innovation and dissemination [21]. From
this generalization, it can be concluded that knowledge
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visualization refers to the use of all the complex knowledge that
can be constructed and transmitted by graphical means. As
mentioned in an article, by guiding students to make visual
images of the inclined plane model, uniform speed linear
motion, free fall motion, vertical upward throwingmotion, and
collision model, the implicit and abstract knowledge is made
explicit and visualized. Combining figurative images with
abstract language and words give full play to different functions
of the left and right brains and further stimulate students’
potential and enhance learning effects. Some scholars have used
visualization tools such as concept maps, Venn diagrams, and
flowcharts to explore the application of knowledge visualiza-
tion in primary school Chinese composition teaching and
judge whether it can improve students’ composition level and
improve students’ emotions, attitudes, and values [22].

At present, some scholars have applied the back prop-
agation (BP) neural network technology to the school
teaching evaluation system. In order to solve the problem
that the neural network has a large number of calculations
and a slow convergence speed, some scholars combine AHP
and back propagation neural network (BPNN) technology,
use AHP to calculate the initial weights of each evaluation
index and then use the BPNN algorithm to correct the
weights [23]. ,e research content is applied to the evalu-
ation of the technological innovation ability of enterprises,
and good results have been achieved. From the 1980s to
present, people have gradually learned from new scientific
methods in inquiry-based learning evaluation methods and
cited them, such as the portfolio method, fuzzy compre-
hensive evaluation method, data mining, and other tech-
nologies, but the neural network technology has not been
used in large-scale research in inquiry learning evaluation
[24, 25]. ,erefore, establishing an inquiry learning evalu-
ation model based on BPNN technology has a very im-
portant research value. In view of the current research status
at home and abroad, this study will also use the improved
BPNN technology to develop an inquiry learning effect
improvement prediction system based on the BPNN model
and provide a new way for inquiry learning effect prediction.

3. Methods

3.1. Data Visualization. Different scholars have different
definitions of data visualization. Although data visualization,
information visualization, and knowledge visualization are
similar, some scholars believe they are distinct. ,ey believe
that the object of visualization is still spatial data, and this is
only an extension of computational visualization. Some
scholars believe that data visualization is an evolving concept,
and some scholars believe that scientific visualization, in-
formation visualization, and partial knowledge visualization
are included in its scope. ,e segmentation of the scope of
data visualization, on the other hand, is likewise inconclusive.
Statistical graphics and thematic maps are two types of data
visualization, according to some researchers. Other scholars
divide data visualization into mind mapping, data display,
and tool services, with a wider scope. Based on the above, this
study agrees that data visualization can cover part of the
content of scientific visualization, information visualization,

and knowledge visualization, and it is constantly developing
and being accepted with the development of the times and the
deepening of educational informatization.

3.2. BP Neural Network

3.2.1. Artificial Neural Networks. An artificial neural net-
work (ANN) is a network with a high number of processing
units that are linked across a vast area. In this way, the main
properties of the human brain are reflected in abstraction,
simplification, and simulation of the human brain. It is the
goal of ANN research to understand human intelligence by
analyzing how the structure of our brain works and simu-
lating how our brain processes information. It is based on a
variety of disciplines, including computer science and en-
gineering, as well as neurology, mathematics, statistics, and
other physical sciences. ,e research on ANN started in the
1940s, and now, there are hundreds of neural network
models. ,ere has been great progress in the field of the
ANN. In an ANN, which is a network topology for si-
multaneous and distributed information processing, each
neuron has a single output and may be coupled to several
additional inputs, and each of these connections corre-
sponds to a connection weight coefficient.,e neuronmodel
contains three essential elements as the basic units of the
neural network: Each link has a weight, and this weight
influences the link’s strength. Positive weights imply re-
wards, whereas negative weights suggest inhibition, as seen
by the weights shown above. Summation unit is for deter-
mining the weighted total of each input information. An
excitation function functions as a nonlinear mapping and
restricts the output amplitude of the neuron to a particular
range. Besides that, there is a limit. Mathematically, the
foregoing effects may be stated as

Lk � 
R

b�1
wkbxb,

Mk � Lk − δk,

yk � α Mk( ,

(1)

where X � (x1, x2, . . . , xn)S is the input signal,
wk1, wk2, . . . , wkR is the weight of neuron K, Lk is the linear
combination result, δk is the threshold, α(Mk) is the exci-
tation function, and yk is the output of neuron K.

From the perspective of connection methods, there are
mainly two types of feed forward networks and feedback
networks. ,e BPNN model is the most important learning
algorithm of the multilayer feed forward neural network,
which is mainly used in function approximation, pattern
recognition, classification, and data compression. At pres-
ent, in the practical application of the ANN, most of the
neural network models are based on the BP algorithm or its
variation.

3.2.2. Principle of the BP Neural Network. Neurons are
arranged in three layers: input, hidden layer, and output
layer, making the BPNN also known as a multilayer feed

Mathematical Problems in Engineering 3



forward neural network. Figure 1 shows the BPNN’s to-
pology. ,ere are no feedback connections between neurons
in each layer of this neural network model; instead, neurons
in each layer only link to neurons in the neighboring layers.
When an input signal is sent to the network, it first travels to
the hidden layer node, where it is transformed by the
transformation function before being sent on to the output
node, where it is supplied as the output result. Selected
sigmoid-type functions are often seen in transformation
functions. Layer by layer along the connection route, errors
that do not meet criteria should be returned, and the weights
and thresholds of each layer’s connections should be ad-
justed to reduce error. After modifying the connection
weights and thresholds, use the new connection weights and
thresholds that are calculated on the input pattern to pro-
duce an output response that is compared with the expected
output, and the calculation is repeated iteratively until the
error is less than a given value.

In practical application, the BPNN can set up multiple
hidden layers according to the needs of the problem. In the
BPNN, issues such as nonlinear classification and any
nonlinear function may be approximated with arbitrary
accuracy by altering the weights of the connections and the
network’s size. To accurately represent the input-output
mapping, the BPNN must be trained, which requires
modifying its weights and thresholds after it has been formed.
,e trained BPNN can also provide appropriate outputs for
inputs not included in the sample set. ,is property is called
generalization ability. From the perspective of function fit-
ting, this shows that the BPNN has an interpolation function.
,e BP algorithm essentially takes the sum of squares of
network errors as the objective function. During the initial
step of forward propagation, data from the input layer are
sent to the hidden layer, which performs processing, before
being sent back to the input layer. ,is process’s weight
coefficient is unaltered. ,e second step of back propagation
should be used if the result does not match the predicted
output: the output error calculates the error of each unit of
the hidden layer forward layer by layer and uses this error to
correct the weights of the previous layer to minimize the
deviation signal. ,e network weight adjustment adopts the

delta learning rule, that is, the gradient along the error surface
descends the fastest according to the gradient method, so as
to minimize the network error.

(1) Forward propagation calculation f(x) is the transfer
function, generally a sigmoid function:

f(x) �
1

1 + e
−x. (2)

,e hidden layer calculates the output value of each
neural unit Ob according to the transfer function:

Ob � f 
A

a�1
vabxa − δa

⎛⎝ ⎞⎠. (3)

,e output layer calculates the output value of each
neural unit yk according to the transfer function:

yk � f 
K

b�1
wbkOb − δa

⎛⎝ ⎞⎠. (4)

Calculate the error ER of the network. In the BP
learning algorithm, the network output yR

k generated
by a single sample is consistent with the expected
response output PR

k , and the jth sample error is

ER �
1
2



K

k�1
P

R
k − y

R
k 

2
. (5)

(2) Error back propagation calculation, starting from the
output layer, when the deviation samples are
returned back, weight coefficients of each hidden
layer are changed to reduce the deviation signal. To
find the minimum deviation, the most common
method is the optimal gradient descent method.
Calculate the correction error of each neuron in the
output layer and the hidden layer. ,e correction
error of the neurons in the output layer is

ek � Pk − yk( yk 1 − yk( . (6)

According to the correction error ek of each neuron in
the output layer and wbk, Ob, the correction error of
each neuron in the hidden layer can be calculated as

eb � 
B

b�1
ekwbk

⎡⎣ ⎤⎦Ob 1 − Ob( . (7)

In order to minimize the error, the fastest gradient
descent method is used to optimize the weights, and
the direction of change of the weights and thresholds
is the direction of the fastest decline according to the
operation processing function, that is, the negative
direction of the gradient. ,e weights are corrected
from the output layer, and then. the weights of the
previous layer are corrected, that is, wbk is adjusted
first and then vab is adjusted.

x1

x2

xn

y1

y2

yn

vbkvab

Figure 1: BP neural network structure diagram.
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Δwbk � −λ
zE

zwbk

� λekyk

� λ Pk − yk( yk 1 − yk( yk,

Δvab � −λ
zE

zvab

� λebxa

� λ 
K

k�1
Pk − yk( yk 1 − yk( wbk

⎡⎣ ⎤⎦Ob 1 − Ob( xa,

(8)

Where λ is the learning efficiency and zE/zwbk is the
error gradient.

3.3. Improved BP Neural Network Algorithm. Due to the
limitations of the BP neural network, many effective improved
algorithms have been proposed at home and abroad, and the
improved BP algorithms are mainly divided into two cate-
gories. ,e first are those BP algorithms that use heuristic
information techniques, including adding a momentum term
to the learning algorithm, variable learning rates, and elastic BP
algorithms. Its essence is to increase the learning rate when the
error gradient changes slowly and reduce the learning rate
when the change is severe.,e second is the BP algorithmwith
numerical optimization technology because training the for-
ward neural network to reduce the mean square error itself is a
numerical optimization problem, and this type of technology is
very mature, including the conjugate gradient method, Lev-
enberg–Marquardt algorithm, and so on. LMBP is an algo-
rithm that uses Levenberg–Marquardt to optimize the BPNN.
,e weight adjustment rate of the algorithm is selected as

Δw � − H
T
H + σS 

−1
H

T
e, (9)

where H is the Jacobian matrix of the error differential to
the weight, e is the error vector, σ is the adaptively ad-
justed learning rate, and S is the identity matrix.

,e LMBP algorithm has stable performance, the fastest
learning, and training speed among all algorithms and the
least number of iteration steps, which is very suitable for
online learning of the network. In practical applications, the
LMBP algorithm in MATLAB has the fastest convergence
time, the least number of training times, and a better training
effect. ,erefore, for medium-sized networks, the LMBP
algorithm is the most suitable. At the same time, this study
will use the LMBP algorithm in the prediction of the effect of
inquiry learning.

3.4. Evaluation System of the Online Learning Improvement
Effect. Four principles must be paid attention to when
conducting online course inquiry learning evaluation: de-
velopmental principle, subjectivity principle, motivational

principle, and process principle. Based on the existing in-
quiry-based learning evaluation indicators, combined with
the characteristics of inquiry-based learning in most online
courses, an index group of inquiry-based learning evaluation
indicators suitable for online courses is obtained through
analysis and improvement, as given in Table 1.

Since a 3-layer BP network can approximate any
mapping relationship with arbitrary precision, this study
adopts a 3-layer BPNN structure. ,e specific steps of
establishing an inquiry-based learning evaluation neural
network model are as follows.

(1) Determination of input layer nodes:
,e student learning improvement effect index is
divided into 10 secondary indicators, and the 10
secondary evaluation indicators are used as the input
of the input layer of the neural network. ,erefore,
the number of nodes in the input layer of the BPNN
is correspondingly determined to be 10.

(2) Determination of the number of output layer nodes:
,e feature extractor of the network is only con-
figured to one output terminal because there is only
one student learning progress outcome.

(3) Determination of the number of hidden layer nodes:
,e problem of determining the ideal number of
discrete layer nodes remains unsolved. ,eoretically,
if the current hidden layer nodes chosen are too little,
the overall neural network’s convergence rate will be
delayed and converge will be tough. On the other
hand, if the number of hidden layer nodes chosen are
too high, the neural network would fail. ,e topo-
logical structure is complicated, network training
takes a long time, and the error is not always the best.
Currently, the following formula is generally used:

h �
��������
l + m + n

√
, (10)

Where h represents the number of hidden layer nodes,
l represents the number of input layer nodes, m rep-
resents the number of output layer nodes, and n

represents an integer between 1 and 10.,e number of
hidden layer nodes, according to the formula, is 5–14.
,e appropriate number of hidden layer nodes is
determined by testing each one by one at a time.

Table 1: Inquiry-based online learning evaluation indicators.

Index No. Label
,e ability to ask problems 1 A1
,e ability to compare and evaluate problems 2 A2
,e ability to assume and conjecture about problems 3 A3
,e ability to obtain information from multiple
sources 4 A4

,e ability to analyze and process data 5 A5
,e ability to link disparate evidence 6 A6
,e ability to write written plans 7 A7
,e ability to discover problem-solving details 8 A8
,e ability to try to improve the program 9 A9
Easy-to-understand expression skills 10 A10

Mathematical Problems in Engineering 5



Table 2: Learning rate error comparison.
Learning rate 0.01 0.03 0.05 0.07 0.09 0.10
Training times 8 4 6 9 14 18
Error 0.02 0.13 0.19 0.27 0.36 0.55

Table 3: Part of the experimental dataset.

Label
No.

1 2 3 4 5 6
A1 0.925 0.847 0.794 0.937 0.890 0.718
A2 0.933 0.895 0.782 0.951 0.842 0.792
A3 0.879 0.912 0.735 0.912 0.891 0.785
A4 0.795 0.776 0.791 0.878 0.856 0.869
A5 0.912 0.785 0.783 0.891 0.917 0.875
A6 0.954 0.921 0.824 0.895 0.919 0.912
A7 0.887 0.814 0.846 0.923 0.863 0.861
A8 0.859 0.874 0.755 0.918 0.865 0.872
A9 0.933 0.921 0.791 0.885 0.869 0.793
A10 0.962 0.923 0.772 0.879 0.817 0.827
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Figure 2: Training effect when N� 6 and N� 9.
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Figure 3: Training effect when N� 12 and N� 15.

6 Mathematical Problems in Engineering



In the BPNN, the learning rate remains unchanged. If the
learning rate is too large, the network weights will be ad-
justed to a larger extent each time they are updated, which
may cause the neural network to jump back and forth
around the minimum error value during the update iteration
process. When it is true, the network diverges and cannot
converge. On the contrary, if the learning rate is too small,
the adjustment speed of the network weights will be small
each time, and the convergence speed will be slow. Taken
together, although the learning rate is small, the convergence
rate will be slow, but it will eventually converge to the vi-
cinity of the minimum error value. ,erefore, this study
tends to select a smaller learning rate to ensure the stability
of the system. As given in the experimental test in Table 2,
the final learning rate is 0.03.

4. Experiment and Analysis

,is survey mostly takes the form of a questionnaire in order
to gain a preliminary. In this section, we define dataset,
hidden layer neuron experiment, and prediction experiment
of the LMBP model.

4.1. Dataset. In order to verify the prediction of the im-
provement effect of online learning by visualization tech-
nology, this study designs a dataset for experiments and
divides the dataset into a test set and an experimental set

according to the ratio of 4 :1. A portion of the dataset is given
in Table 3.

4.2. Hidden Layer Neuron Experiment. In order to select the
optimal number of neurons in the hidden layer, the ap-
propriate number of neurons in the range must be selected
for one experiment. In this study, the number of neurons in
the hidden layer is selected to be 6, 9, 12, and 15 for ex-
periments, respectively. ,e final experimental results are
shown in Figures 2 and 3.

According to the above experimental results, it can be
judged that when the number of neurons in the hidden layer
is 9, the training effect of the model is the best, so the number
of neurons in the hidden layer is finally selected to be 9.

4.3. Prediction Experiment of the LMBP Model. ,e com-
parison of the experimental results of the LMBP model
proposed in this study consists of three parts: the evaluation
results without visualization technology, the model pre-
diction results after using visualization technology, and the
actual evaluation results. ,e actual evaluation result is the
evaluation data given by the experts of the educational
administration system after using the visualization tech-
nology. ,e specific experimental results are shown in
Figure 4.
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Figure 4: ,e comparison between prediction results and actual evaluation results.
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From the experimental data, it may be concluded that the
visualization technology based on the LMBP neural network
is totally acceptable as a prediction model for the online
learning enhancement effect and that it is a scientific, ra-
tional, and feasible model.

5. Conclusion

With the advent of the information age, a new type of visual
expression is born, namely, big data visualization, which
transcends the visual boundaries of the physical world in
reality, and can clearly present the information contained in
virtual data and show the relationship between data. Re-
searchers can harvest the value of the data by making
connections and distinctions. Simply put, it is the process of
classifying and analyzing a large amount of data using tools,
programming, and other methods and then visually dis-
playing the data and data classes, so that people can explore
the internal relationship, pattern, or structure between the
data in order to discover and solve problems. It is very
consistent with the visual perception characteristics of hu-
man beings, and it is a research technology of visual rep-
resentation. It is the product of mutual development and
mutual promotion of scientific visualization, user interface,
and computer graphics and is the most important step in the
life of big data. Data visualization is used in almost every part
of life nowadays, and online course creators should take
advantage of the plethora of behavioral data offered by
students. Currently, data visualization is being used to suit
the development needs of online education in the Internet
age. It is also a powerful guarantee for the improvement and
application of the online course platform. Relying on the
neural network, this study predicts the improvement effect
of visualization technology on online learning and finally
completes the following work:

(1) ,is study introduces the development status of
visualization technology at home and abroad and
lays the groundwork for the prediction method
proposed later

(2) ,ere are numerous aspects to consider when
evaluating the impact of online learning, and it is
dynamic, resulting in a nonlinear expression. In this
research, an online learning impact enhancement
forecast model based on the enhanced BPNN,
namely, the LMBP prediction, is built using ANN
technology’s nonlinear processing, self-learning, and
high fault tolerance. ,e experimental results show
that the model has a high accuracy and can be used
for actual online learning improvement effect
prediction.
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