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With the gradual implementation of the strategic goal of strengthening the country in education, people’s attention to students’
learning is also increasing day by day. At the same time, the teaching e�ect of individual teachers depends to a large extent on the
identity of teachers themselves, so it is necessary to improve the construction of teachers’ identity. Most of the research on
teachers’ identity construction starts from the theory of identity, which does not play a signi�cant role in the critical application in
practical teaching activities. In response to these problems, this paper will use the ReliefF algorithm and the Spark algorithm in the
feature selection algorithm to scienti�cally process the identity construction, and implement the application of the improved
ReliefF feature selection algorithm and the feature selection application steps based on the Spark algorithm respectively. �e
experimental results show that the improved ReliefF algorithm has better feature selection accuracy when the feature range is 30%
to 40%. It shows that the construction of teacher identity based on feature selection algorithm can provide an objective basis for
the realization of teacher identity.

1. Introduction

With the deepening of reform and opening up and the
increasing emphasis on education and teaching, more and
more people are paying attention to education and teaching.
�e reform of traditional education is also gradually being
carried out in this environment. �e purpose is to improve
the learning e�ciency of students in the classroom and the
teaching e�ciency of teachers. In this whole, in addition to
the change of students’ learning methods, the discussion of
the integrity of teachers’ own identity has also become a
major breakthrough in the upgrading of classroom educa-
tion. Teachers’ construction of their own identity can deepen
their understanding of individual values, which are a sense of
identity for life. At the same time, the perfection of the
teacher’s identity construction, for the individual of this
profession not only provides the internal development
motivation but also requires the teacher himself to have the
perception of the identity of this profession. It is necessary to

achieve the goal of recognition of the identity of the teacher
by others. In the discussion, there is no obvious correlation
between the identity construction of teachers and the spe-
ci�c methods used by teachers themselves, but more of a
sound psychological state developed by teachers themselves.
�e importance of teachers’ identity construction is thus
highlighted. In order to conduct scienti�c research on this
phenomenon, this paper will discuss the feature selection
algorithm.

2. Related Work

Regarding the identity construction of teachers, due to the
great attention paid to education and teaching in recent
years and the increasing demands of the public for classroom
teaching, di�erent scholars have made various corre-
sponding studies. �e research done by scholars C. Zhang
and Y. Zhang was to avoid the need for native language
teachers and to better understand the identity of foreign
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teachers [1]. Zacharias conducted research on the identity of
English teachers through structuralism [2]. RDS Lima and
his team studied the professional identity of the teaching
profession constructed by different teachers in their teaching
activities [3]. Teng studied the identity construction of
preservice teachers, and the purpose was to study the in-
fluence of teachers’ emotional changes in educational ac-
tivities on teaching effect [4]. 'e results of Jim’s research
showed that the strength of expectations for teachers de-
termined identity construction [5].'e research on teachers’
identity construction has improved teachers’ own cognitive
structure. At the same time, the research content also in-
cludes research on the identity of native language teachers
and nonnative language teachers. 'is provides a sufficient
theoretical basis for the construction of different types of
teacher identities. However, due to the lack of data and
scientific method support, the practical application of re-
search on identity construction will make its application
more mere formality. It is necessary to introduce scientific
research methods.

Aiming at the problem that the mentioned research on
identity construction is easy to become a formality, this
paper will use the feature selection algorithm to carry out the
corresponding research. 'ere have been a lot of research
results on the application of this algorithm. Deniz and his
team studied the application of genetic algorithms and
machine algorithms to feature selection to solve some
problems of binary classification [6]. Ramesh used the
method of clustering to create features on the data and used
different methods for the establishment of clusters to study
this problem [7]. Arifused a feature selection algorithm to
build a prediction system for student achievement [8]. Kalita
and his team introduced a feature selection algorithm for
intelligent water droplets and used a two-way limit value
technique to determine the set of feature samples required
for their experiments [9]. Mohammad and Alsmadi con-
structed a data mining detection system through feature
selection, the purpose of which was to improve the accuracy
of the data set [10]. 'ese studies include many machine
learning applications, some of which are used to solve
classification problems, and some are used to build pre-
diction systems. 'ey are basically studies with many data
samples. 'ey can continuously improve the operation of
feature selection algorithms, but lack of research on more
theoretical research objects. It makes the fields mainly based
on theory lack the support of scientific algorithms. In this
paper, the feature selection algorithm is applied to the
identity construction of teachers, which enables machine
learning algorithms to achieve a full range of applications.

'is paper adopts the feature selection algorithm in the
research of teacher identity construction.'e purpose of this
project is to conduct more scientific research on the research
object of identity construction, which is biased toward the
theoretical nature, so as to better improve the teacher
identity construction. In this paper, the feature selection
ReliefF algorithm and Spark algorithm are used to achieve
the research goal. 'e experiment and result analysis of
teacher identity construction based on improved ReliefF
algorithm in this paper. As a result, when the feature

proportion of the sample is in the range of 30% and 40%, the
value of AP is higher, indicating that the improved ReliefF
algorithm has higher performance for the selection of
samples with multiple features. 'e innovation of this paper
is that (1) ReliefF algorithm and Spark algorithm are used in
the feature selection algorithm for the identity construction
of teachers, so that the research on identity construction is
no longer only at the theoretical level. (2) Realizing the
correlation between machine learning and the theoretical
research of the research object provides more scientific al-
gorithm support for the theoretical research object.

3. Teacher Identity Construction Method
Based on Feature Selection Algorithm

3.1. �e Construction of Teacher Identity. 'e research on
teacher identity has shown great necessity for the innovative
development of education, because this research includes
teachers’ confidence in education and teaching and their
corresponding characteristics of teaching behavior. At the
same time, the construction of teacher’s identity is also the
inner driving force that helps to influence the profession of
teachers, and provides more sufficient starting power for
teachers’ education and teaching to realize the deepening of
teachers’ beliefs. 'e research on teacher identity con-
struction has changed from focusing on teaching skills and
professional knowledge of teachers in the past to focusing on
the identity of individual teachers and is constantly ex-
ploring the interior of this profession.

3.1.1. Teacher Identity Construction. 'e first thing that
needs to be done for the construction of teacher’s identity is
the identity construction of teacher’s identity, and one point
is developed from the nature of the profession that teachers
are engaged in [11]. And it is highly consistent with the
individual teachers’ self-identification, but they are different
from each other. 'e connotation of the identity con-
struction of teacher identity is very extensive, and it is very
important to the individual teacher, and the content of the
identity construction of teacher identity contains several
parts, and its structure can be illustrated in Figure 1:

'e content in Figure 1 is often used to distinguish the
object of the teaching profession, which reflects the needs of
the individual teacher’s life. 'e construction of teachers’
identity is often based on the professionalism of teachers. At
the same time, it will be combined with the identity of the
teacher’s own individual identity, and the combination of
the two will eventually form a highly condensed under-
standing of the teacher’s own nature [12]. Constructed
content is based on the complete development of individual
teachers, which provides a better perspective and intrinsic
motivation for profound changes in education and teacher
education. Teacher’s identity refers to the teacher’s per-
sonality, breaking the “standard” identity in the gaze and
imagination of others. 'e process of one’s own teacher
identity is confirmed from the cognition and reflection of
“positioning as a teacher” and “what type of teacher to
become” in one’s own experience.
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3.1.2. Teachers’ Professional Identity Construction and Its
Influencing Factors. In its meaning, the construction of
teacher identity includes the individual teacher’s awareness
of the teacher himself and the construction of the teacher’s
professional identity, and the two cannot be regarded as
completely independent. As this kind of understanding of
the former is based on deep thinking about the individual
self, its content includes the construction of teachers’ self-
perception of their own specialties, abilities, knowledge, and
values. 'e entry point for the identity construction of in-
dividual teachers will start from external attention to a
greater extent [13] and continue to deepen from the outside
to the inside, which can be represented by Figure 2:

What is shown in Figure 2 is the identification of
teachers’ professional identity, which first includes the ex-
ternal identification of teachers’ individual identity from the
outside to the inside. 'is part belongs to social identity, and
this part is the professionalism of teachers themselves that
can be seen by the public for teachers themselves and for the
teacher group. 'e teacher’s inner self-construction is at the
same level as the external individual’s construction of the
teacher himself. It has the experience of achieving profes-
sional control and being in the group through the per-
spective of the self and between the individual teachers and
the group of teachers. It can be seen from this that the
construction of teachers’ professional identity has great
uncertainty, and the content it contains is also diverse.
Teachers’ professional identity construction includes
teachers’ self-identity, professional identity, role identity,
professional role identity, and other aspects. For the con-
struction of the professional identity of teachers, the unique
professionalism of teachers in teaching practice is involved.

'e factors that have an impact on the construction of
teachers’ professional identity can be explored from the two
levels of schools and teachers themselves. 'e composition
of its specific influencing factors is shown in Figure 3:

'e influencing factors in Figure 3 are mainly from two
aspects: the teaching environment where the individual
teacher is located and the individual teacher. 'e first factor
in the former is the teaching environment where the teacher
is located, which is also the classroom teaching environment.
Among these factors, the teacher’s control over the entire
teaching classroom is the most important, which can have a
long-term impact on the teacher. In addition to the
abovementioned point, the influence of the teaching envi-
ronment is the influence of the school environment on
individual teachers, which includes the mutual influence
between teachers and colleagues and student groups in the
school. And the student group is very decisive for the
construction of the teacher’s professional identity, because
the student group can show the teacher’s teaching
achievements well to establish the teacher’s professional
identity. 'e influence of the school environment also in-
cludes the influence of the teacher’s discipline on the teacher
himself. 'is factor is the main component of the teacher’s
professional identity and an entry point for the outside
world to judge teachers [14]. Another major influencing
factor is the teacher himself, which includes some charac-
teristics of the teacher himself, and the influence of the
events experienced by the teacher on the teacher’s teaching.

3.1.3. Introduction of Different Perspectives of Teacher
Identity Construction. What this paper studies is the identity
construction of foreign language teachers in colleges and
universities, and the former part is the clarification of the
connotation of teachers’ identity construction. 'e specific
angle for the construction of teacher identity is different,
because the characteristics of foreign language teaching are
based on language. 'erefore, the first aspect of identity
construction is the professional skills of language, and the
second is the knowledge of language majors, which also

teacher
identity

Concept and
Image of "Me
as a Teacher"

subjectivism,
libertarianism

symbolic
interactionism

a subjective
requirement

Internally
generated

diversification
dynamic, fluid

Figure 1: Construction of teacher identity content.
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Figure 2: 'e construction connotation of teachers’ professional identity.

4 Mathematical Problems in Engineering



contain the language views of different teachers and the
practicability of foreign language teaching. 'en there is the
emotional tendency of individual teachers in the process of
education and teaching, which is of great significance to the
construction of teachers’ identity. Because only the emo-
tional orientation of teachers and their students are con-
sistent, the results of teaching will be well manifested. For
this point of view, a corresponding questionnaire is used to
compare the three teachers. 'e results of the survey are
shown in Table 1:

It can be seen from Table 1 that teacher C’s emotional
orientation in teaching is very consistent with that of
students. 'e office uses five different questions to design
the questionnaire. 'e general content of the questions is
that teachers will provide effective learning plans to all
students. In the process of classroom teaching, teachers will
use different styles of classroom activities to enhance
students’ interest in classroom learning. Teachers will
encourage students who encounter learning difficulties in a
timely manner. Teachers’ arrangements for classroom
content are diverse, as well as teachers’ introduction to
foreign cultures. Among the three teachers involved in the
questionnaire, Teacher B has the shortest teaching age, so
he has the least emotional training for students, and
Teacher C has participated in teaching for 15 years, so he
has the most profound emotional concern for students [15].
'e mean value also shows that the three teachers of
different teaching ages attach great importance to the grasp
of students’ emotional orientation. In addition, the
learning methods and strategies adopted by individual
teachers play a role in the construction of teacher identity,
which is very important for individual teachers’ learning
and growth, and it is also very important to the group of
students he leads. For the different learning methods
adopted, teachers will mainly affect the students’ learning
methods of several foreign languages. Its specific ways
include cognitive strategy, regulation strategy, and resource
management strategy. A survey is conducted on the
learning strategies that teachers implement on students. It
is mainly divided into two parts: one is students’ cognitive
way of foreign language learning, and the other is students’
regulation way of foreign language learning. 'e results of
the survey are shown in Figure 4.

'e four factors of cognitive style in the findings in
Figure 4 can be summarized as: 'e teacher establishes the
connection in learning for the students through the common
viewpoint of connection, and the teacher guides the students
to summarize and think in the language learning. Teachers
guide the learning methods used by students, point out the
key points of the learning content, and guide students to
make reasonable guesses during learning [8]. Next is the
teachers’ cultivation of students’ foreign language culture.
'is perspective is also very important for the construction
of teachers’ identity, because as a foreign language teacher,
only with a relatively high corresponding cultural literacy
can he convey it to his students. A questionnaire survey is
also used to examine the influence of the three teachers A, B,
and C on their students’ foreign language culture.'e results
are shown in Table 2:

Table 2 shows the impact of cultural training on the
identity construction of teachers. It can be seen from the
table that teacher C pays the most attention to the training of
students’ culture, which may be related to teacher C’s
learning and teaching experience.

3.2. Improved ReliefF Feature Selection Algorithm.
Feature selection is the product of the mature development
of modern computer science and technology, because with
the rapid development of computers, corresponding to the
generation of many data samples. Feature selection is to
summarize the set of small data samples with certain
characteristics contained in the large data samples obtained
by the computer. 'e effect of this algorithm can speed up
the process of machine learnings. At the same time, this class
of algorithms removes features that are irrelevant and re-
dundant for classification. It reduces data dimensionality,
avoids dimensional disasters, and can speed up the operation
efficiency of learning algorithms to improve the maximum
efficiency of the algorithm.'is paper constructs the identity
of the teacher. 'e content of the identity construction has
been explained in the above method, which involves many
characteristics of identity construction. 'e ReliefF feature
selection algorithm here will process the extracted features.
'is algorithms can well select representative identity fea-
tures, so as to better perform identity construction. 'e
detailed algorithm is introduced as follows.

3.2.1. Feature Selection Principle and Classification.
Feature selection is to obtain a small set of feature data
samples relative to the data samples, and the application of
this principle is mainly aimed at problems with classification
properties. It roughly includes three steps: namely the
generation of feature sample sets, evaluation, and verifica-
tion of the performance of feature selection. 'e specific
process is shown in Figure 5:

Figure 5 shows the specific operation steps of feature
selection. It can be seen from the process that the normal
operation of feature selection is more dependent on the
method of obtaining characteristic sample data and the
criteria for making certain judgments on this characteristic
sample set. 'e method derived for the former sample set is
mainly a search method of the applied data. After obtaining
the characteristic data sample, it needs to make a certain
judgment, which contains two different algorithm modes
[16], and its corresponding structure diagram is shown in
Figure 6:

Figure 6 contains two different feature selection
methods. 'e schematic structure in Figure 6(a) is to read
the features of the data samples first, and then pass the

Table 1: 'e influence of emotional orientation on teacher identity
construction.

Teacher project Q1 Q2 Q3 Q4 Q5 mean
A teacher 3 4 3 5 2 3.4
B teacher 2 3 4 4 3 3.2
C teacher 3 4 5 5 2 4.8
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obtained feature samples to the algorithm to achieve the
advance selection processing of the data. In the wrapped
feature selection in Figure 6(b), the learning algorithm class
is used to classify the characteristic samples so that the
results will be relatively reliable.

3.2.2. Improved ReliefF Feature Selection Algorithm. 'e
difference between the improved Relieff feature selection al-
gorithm and the traditional algorithm is that the former can
select and extractmultiple features.'e advantage of this is that
the various characteristics of the data samples can be classified
and extracted to make the operation of the algorithm more
efficient. Now it is supposed that there is a data sample A, in

which the sample individual is represented by ai, and the
feature number of the data sample individual q is represented
by Qi(q) [17]. Assuming that the feature sample set that can be
predicted by the feature selection is Qx, then the predicted
value of the q feature can be expressed by this formula:

Qx(q) � argmaxt∈ 0,1{ }H M
q
t |N

q

Cax(q)
􏼒 􏼓. (1)

'e range of the prediction result in the formula is
between 0 and 1, and the corresponding feature result is the
probability of the feature in the measured data sample.
H(M

q
t |N

q

Cax(q)
) in the formula can only be obtained through

certain mathematical changes, and the conversion formula is
as follows:
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Figure 4: Teachers’ survey on students’ cognitive style and regulation style. (a) Investigation on the cultivation of cognitive style.
(b) Investigation on the cultivation of regulatory style.

Table 2: 'e influence of cultural cultivation on teacher identity construction.

Teacher project Q1 Q2 Q3 Q4 Q5 Q6 Mean
A teacher 4 5 3 5 4 3 4.0
B teacher 5 4 3 4 3 2 3.5
C teacher 4 5 5 5 4 4 4.5

Original data Feature set
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subsetStop strategy

Optimal
feature
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Figure 5: Basic flow of feature selection.

6 Mathematical Problems in Engineering



H M
q
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q

Cax(q)
􏼒 􏼓 �

H N
q

Cax(q)
|M

q
t􏼒 􏼓H M

q
t( 􏼁

H N
q

Cax(q)
􏼒 􏼓

. (2)

And H(M
q
t ) in the formula can be solved by the data

sample, and the specific calculation process is shown in the
formula:

H M
q
t�1( 􏼁 �

b + 􏽐
k
i�1 Pi(q)􏼐 􏼑

(2b + k)
,

H M
q
t�0( 􏼁 � 1 − H M

q
t�1( 􏼁.

(3)

In the formula, H(M
q
t ) represents the probability of the

occurrence of the label q, b represents the smoothing pa-
rameter, and H(Nb

Cax(b)
|Mb

t ) represents the probability after
verification.'e final sample prediction feature function can
be expressed by the formula:

Px(q) � argmaxb∈ 0,1{ }

H N
q

Cax(q)
|M

q
t􏼒 􏼓H M

q
t( 􏼁

H N
q

Cax(q)
􏼒 􏼓

,

Px(q) � argmaxb∈ 0,1{ }H N
q

Cax(q)
|M

q
t􏼒 􏼓H M

q
t( 􏼁.

(4)

What this paper establishes is an algorithm mechanism
for multiple features, and the evaluation mechanism used
on a single feature selection algorithm is no longer suitable.
Because in the traditional single-label learning field,
metrics such as precision, precision, and recall are often
used to measure model performance. However, in the
multilabel classification problem, an instance can belong to
multiple different categories, so it is necessary to construct
a corresponding evaluation index for this problem to
measure the performance of the multi-label learner.
'erefore, this paper adopts another evaluation mechanism
[18]. Assuming that there is an existing data sample T, a
single sample in it is represented by ai, and c is used to
represent the number of features that a single sample has.
'e first is the evaluation of the relevant and predictive
features obtained from the data samples, which can be
expressed by the formula:

F1(f) �
1
k

􏽘

k

i�1

1
|Ti|

􏽘
r∈Ti

􏼌􏼌􏼌􏼌 h|rankf ai, h( 􏼁≤ rankf ai, l( 􏼁, h ∈ Ti􏽮 􏽯
􏼌􏼌􏼌􏼌

rankf ai, l( 􏼁
.

(5)

In the formula, Ti represents the set of related features in
the sample, and rankf(•) is the function of sorting each
prediction feature. 'e performance of this feature selection
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Figure 6: Two different feature selection methods. (a)'rough-type feature selection diagram. (b) Wrap-around feature selection diagram.
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evaluation algorithm is best when the predicted value of the
formula is close to 1 [19]. 'e second judgment algorithm is
the judgment of the loss of the prediction result, which is
mainly used in the case of misclassification of a single sample
feature, and its expression formula is as follows:

F2(m) �
1
k

􏽘

k

k�1

1
D

􏽘

D

l�1
m ai( 􏼁≠Y

l
i􏽨 􏽩. (6)

Yi of the formula corresponds to a set of feature samples
containing two features, D represents the specific eye sample
feature, and ml(ai) represents the output predicted feature
value. 'e smaller the result of the operation, the better the
algorithm mode of feature selection in this paper. When it is
necessary to judge whether the feature at the beginning of
the sample features belongs to the sample, it can be
expressed by the formula:

F3(f) �
1
k

􏽘

k

i�1

􏼌􏼌􏼌􏼌 t ∉ Qi|f
h
t ai( 􏼁 � maxf

h
t‘ ai( 􏼁, t ∈ T􏽮 􏽯

􏼌􏼌􏼌􏼌. (7)

fk(q) in the formula represents the prediction result cor-
responding to the feature k of the sample individual, and this
algorithm is applied to the situation where errors may occur
in a class of features [20].'e smaller the value of the item, the
better the performance of the algorithm.When evaluating the
vertical coverage of the characteristics of the data sample, the
formula can be used to evaluate the performance:

F4(f) �
1
k

􏽘

k

i�1
max rankf ai, l( 􏼁 − 1􏽨 􏽩, l ∈ Ti. (8)

'e smaller the value of the operation result of the
formula, the better the running state of the feature selection
algorithm used in this paper. In order to determine whether
there is a problem with the arrangement of sample features,
the formula can be used to express:

F5 �
1
k

􏽘

|Ti||Ti |
1

􏼌􏼌􏼌􏼌 (h, l)|rankf ai, h( 􏼁≥ rankf ai, h( 􏼁, (h, l) ∈ Ti × Ti}
􏼌􏼌􏼌􏼌.􏽮

(9)

'e formula is consistent with the performance in the
algorithm (10), that is, the smaller the final value is, the better
the algorithm in this paper is. For the calculation formula of
the ReliefF feature selection algorithm, it can be assumed
that there is a data set G, ai ∈ Th is the capacity of the feature
of the sample, and h indicates that there are h features in the
sample set. Its specific expression is as follows:

W(O) � 􏽘
y

− diff O, Ti, Ky􏼐 􏼑 + diff O, Ti, Ly􏼐 􏼑. (10)

'e formula is the calculation process of the weighted
value of the sample feature O, K represents the sample set
similar to the sample feature, and L represents the different
sample size. diff(a1, a2, a3) in the formula represents the
difference between a2 and a3 relative to feature a1. When the
distance between the sample and similar samples is smaller,
the performance of the feature selection algorithm in this
paper is the best.

3.3. Feature Selection Based on Spark Algorithm. 'e ap-
plication of this algorithm is for the further improvement
of the feature selection algorithm of ReliefF in 2.2, and the
improvement method needs to refer to the principle of
another ReliefF algorithm. Spark algorithm is used to
solve multiway processing objects. After the above feature
selection algorithm extracts and optimizes the feature
elements of teacher identity, what is needed is to perform
more comprehensive algorithm processing on the char-
acteristics of the selected teacher identity. In this way, a
more precise construction of the teacher’s identity is
carried out. For the referenced algorithm object, it is also
transformed according to the process of the relief algo-
rithm [21], and its main process is shown in Figure 7:

'e flow of the reference ReliefF algorithm in Figure 7 is
partly similar to the original ReliefF algorithm. For the cal-
culation of the distance between samples, the formula can be
used:

fd(a) �
1
2

a − a
x

����
���� − a − a

y
����

����􏼐 􏼑. (11)

ax and ay in the formula, respectively, represent the nearest
feature samples with similarity and the nearest feature
samples with dissimilarity in the detected data samples.
Suppose that the set with r sample individuals is repre-
sented by Gr, and the original sample set is mapped to form
a set with a certain space capacity.'e formula is as follows:

ai
′ � |ai − a

x
i | − |ai − a

y

i |. (12)

'e ai
′ in the formula represents the i th feature of the

sample a′ in the sample feature capacity set G′
r formed by

the mapping. ax
i and a

y
i are the same as the i-th feature

corresponding to ax and ay in the original sample. From
this, the sample generated by the mapping has all the
characteristic elements of the original sample. 'e calcu-
lation formula can only be performed for one adjacent
feature. In order to reduce the generation of errors and the
influence of noisy data or abnormal data on space con-
version, the formula can be used for calculation:

ai
′ � 􏽘

n

j�1
ai − a

xj

i − 􏽘
m

j�1
ai − a

yj

i . (13)

In the formula, n represents the number of samples with
the same feature, while m represents the number of samples
with different features, and the sum between the two is the
total number of tested samples. a

xj
i represents the coordinate

value of the dissimilar adjacent samples of the sample a in the
sample, and a

yj
i represents the coordinate value of the adjacent

samples with similar characteristics. Referring to the relief
algorithm, the similarity between samples is distinguished by
adding different weights to the samples. 'e solution formula
for a sample weight can be expressed as follows:

P(a) �
1/D a′( 􏼁

􏽐
m
j�1 1/D aj

′􏼐 􏼑
. (14)

For D(aj
′) in the formula, it can be calculated by the

formula, and the formula expression is as follows:
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D aj
′􏼐 􏼑 �

1
m − 1

􏽘

m− 1

q�1,aq
′≠a′

a′ − aq
′

�����

����� (15)

'e weight frame of the reference algorithm can be
obtained by superimposing the feature capacity of the
sample and the weighted value of the sample. 'e algorithm
can finally get the weight of the sample. In order to achieve
the stable operation of the feature selection algorithm, it is
combined with the ReliefF algorithm. 'e most primitive
formula of the ReliefF algorithm is as follows:

Q Ai( 􏼁 �
1
mk

􏽘

m

u�1
􏽘

k

j�1
|au,i − a

xj
u,i| − |au,i − a

yj
u,i|􏼐 􏼑. (16)

In the formula, au,i indicates that the coordinate value
corresponding to the sample is i, a

xj
u,i indicates that the

dissimilar sample number is the adjacent sample coordinate
value of j, and m in the formula indicates the number of
samples. Finally, the stable feature selection formula can be
obtained:

Q Ai( 􏼁 � 􏽘
m

u�1
qj 􏽘

k

j�1
q

xj
u |au,i − a

xj
u,i| − q

yj
u |au,i − a

yj
u,i|􏼐 􏼑. (17)

In the formula, qj represents the weight of the sample, qxj
u

represents the weight of the sample with the sample number j
whose samples are dissimilar, and q

yj
u represents the weight of

the sample with similarity. It can be seen from the formula
that the size of the weights and the degree of correlation of the
sample features are positively correlated [22].

4. Experiments on Teacher Identity
Construction with Feature
Selection Algorithms

4.1. Investigation andResults of Teacher IdentityConstruction.
'e survey on the construction of teachers’ identity is mainly
in the form of questionnaires, taking foreign language
teachers in colleges and universities as the research object of
this paper.'e purpose is to explore the main problems of the
identity construction of foreign language teachers in colleges
and universities, so as to promote the foreign language
learning of college students. 'rough the survey, some in-
formation about the teachers in Table 3 can be obtained.

'e total number of teachers in Table 3 is 200. It can be
seen from the table that most of the young foreign language
teachers are younger teachers with shorter teaching time.
'is is also in line with the characteristics of the teaching
profession, and in foreign language teaching, teachers who
teach English account for a relatively large number of
teachers. For these teachers, the questionnaire uses five
aspects to investigate the identity construction of teachers,
including teachers’ self-image, self-evaluation, professional
status, professional motivation, professional emotion, and
professional expectation. 'e evaluation of young teachers
of men and women in various aspects is different, and the
results are shown in Table 4:

From Table 4, the difference between teachers’ identity
construction and male and female teachers is very small.
Only in the teacher’s identity construction, there is a big
difference in the teacher’s own image andmajor.'e average
rating of young female teachers for teachers’ self-image is
3.78, which is 0.53 higher than that of young male teachers,
and the gap between female teachers and male teachers is
also 0.35 in the evaluation of teachers’ professional pros-
pects. 'is shows that the identity construction standards of
young women foreign language college teachers are mostly
based on their majors. In addition, the influence of teachers’
age and teaching years on the construction of teacher
identity is also investigated, and the results are shown in
Tables 5 and 6:

Tables 5 and 6 are one of the influencing factors for the
construction of teacher identity. In Table 5, the influence of
teacher age on the construction of teacher identity is small,
but there are certain differences between different age
groups. Teachers aged 31–40 have a greater role in the
construction of their own professional identity. It can be
seen from Table 6 that the teaching years of teachers have no
obvious influence on the identity construction of teachers.
'en, a data analysis of two factors is conducted on the
influence of teacher self-evaluation on teacher identity
construction. One factor is the knowledge that teachers
themselves think is currently lacking and the factors that
hinder teachers’ growth. 'e results are shown in Figure 8:

From Figure 8(a), teachers of different ages who lack
different knowledge have different needs. Among them, the
number of teachers aged 20–25 who think they lack relevant
knowledge of teaching methods and professional knowledge
is the largest, reaching 61 and 22, respectively. Figure 8(b)

training
dataset

Interval-based
eigenvector space

transformation

Boost sample
weights based on

interval space

get sample
weight

training
dataset

Figure 7: Referring to the operation flow of the relief algorithm.
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shows that teachers’ income, social status, and work pressure
are the most important factors in the group of teachers aged
20–30 among the growth-impeding factors for the con-
struction of teachers’ identity. In this age group, work

pressure has an impact on the construction of teachers’
identity, reaching 95 people, which is close to the general
number of survey respondents. 'is also shows that rea-
sonable adjustment of teachers’ work pressure is conducive
to the construction of their identities.

4.1.1. Experiments and Results of Teacher Identity Con-
struction Based on Improved ReliefF Algorithm. In order to
verify the improved relief algorithm, it is necessary to
perform classification and selection operations on various
features for the relevant sample sets. In addition to using the
improved relief algorithm, this paper also selects two other
algorithms for comparison. 'e selected feature sample sets
areA and B. Finally, the experimental results can be obtained
as shown in Figure 9:

It can be seen from Figure 9 that for different selection
algorithms adopted for different sample sets, the verification
results have different changes. Among them, the distribution
method of the number and the improved relief algorithm
have a smaller feedback range for the data samples. How-
ever, the weight algorithm in the unit has a larger variation
range for the verification result of the sample, which shows
that the operation of the weight algorithm in the unit is not
stable enough. 'e AP of the improved relief algorithm is
better than the number allocation algorithm most of the
time, and when the feature ratio of the sample is in the range
of 30% and 40%, the value of the AP is higher. It can be
shown that the improved relief algorithm has higher per-
formance for the selection of samples with multiple features.

4.1.2. Experiments and Results of Teacher Identity Con-
struction Based on Spark Algorithm. 'e Spark algorithm is
obtained by optimizing the improved relief algorithm. In the
process of operation, it is mainly to measure the running
time of the algorithm. In the experiment, the aggregation
degree of the algorithm is set to 25, and when the memory of
the execution components of the algorithm is 35G, the
number of execution components will have a greater impact

Table 5: Analysis of variance of teacher age on teacher identity
construction.

Project Mean SD
Self-image 3.67 0.51
Self-evaluation 3.87 0.53
Professional status 3.69 0.49
Professional emotion 3.21 0.37
Professional expectations 3.05 0.61

Table 6: Variance analysis of teaching years on teacher identity
construction.

Project Mean SD
Self-image 3.72 0.53
Self-evaluation 3.95 0.57
Professional status 3.73 0.53
Professional emotion 3.26 0.41
Professional expectations 3.11 0.63

Table 3: Basic information of young foreign language teachers in colleges and universities.

Gender Classification Number of people (person) Percentage (%)
Age Male 36 21.95
Teaching age Female 164 78.05
Education 20–25 years old 108 54
Teaching subjects 26–30 years old 48 26
Gender 31–35 years old 36 20
Age 35–40 years old 8 4
Teaching age 3–5 years 85 42.5
Education 6–10 years 63 31.5
Teaching subjects 11–15 years 31 15.5
Gender 16–20 years 21 10.5
Age Undergraduate 82 41
Teaching age Master degree and above 118 59

Education
English 152 76
French 24 12
Russian 24 12

Table 4: Survey results of the identity construction of young male
and female teachers.

Project Gender Mean SD

Self-image Male 3.25 0.52
Female 3.78 0.35

Self-evaluation Male 3.41 0.57
Female 3.56 0.61

Professional status Male 3.72 0.54
Female 3.74 0.72

Professional emotion Male 3.18 0.71
Female 3.53 0.95

Professional expectations Male 3.11 0.61
Female 3.27 0.73
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Figure 9: Test results of different feature selection algorithms on different sample sets. (a) Verification results of different methods on set A.
(b) Verification results of different methods on set B.
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Figure 8: Data analysis of teacher self-evaluation for identity construction. (a) Data analysis of lack of knowledge in self-evaluation of
teacher identity construction. (b) Data analysis of growth-impeding factors in the self-evaluation of teacher identity construction.

5 10 15 20
num-executors

Algorithm A
Algorithm B

0

200

400

600

800

1000

1200

Ex
ec

ut
io

n 
Ti

m
e

Algorithm A
Algorithm B

5 10 15 20
num-executors

0

200

400

600

800

1000

1200

Ex
ec

ut
io

n 
Ti

m
e

Figure 10: 'e effect of the number of execution parts on the running time of the algorithm.
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on the operation of the algorithm, and the corresponding
results are shown in Figure 10:

It can be seen from Figure 10 that there is a large gap
between the running time of Algorithm A and Algorithm B,
and the time used by the latter is about 10 times longer than
that of the former. 'is is the experimental result in the case
of specific parameters, except that the number of execution
components will have an impact on the running time of the
algorithm, the impact of changes in other parameters is very
small. In this regard, it is necessary to debug the parameters
of the Spark algorithm, and setting the aggregation degree of
the sample to 25 will get a better running effect.

5. Conclusion

'is paper studied the identity construction of foreign
language teachers in young colleges and universities. 'e
main purpose of this research was to provide a better
foundation for the development of teachers. In traditional
classroom education, people often only focus on teachers’
professional knowledge and teaching methods, and lack of
understanding of the connotation of teachers’ identity
construction. 'is is of great significance for changing the
previous teaching mode. 'is paper used two different
feature selection algorithms to study the construction of
teacher identity and extracted and analyzed the factors
that have an important impact on the identity con-
struction of teacher groups, and different algorithms had
different effects on the processing of the sample data
obtained from the survey. 'rough the introduction of
such algorithms as feature selection, the research on
teacher identity construction can be made complete and
more valuable to realize the self-improvement of the
teacher group.
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