
Research Article
Nondominated Sorting Differential Evolution Algorithm to Solve
the Biobjective Multi-AGV Routing Problem in Hazardous
Chemicals Warehouse

Lini Duan ,1 Yuanyuan Liu ,2 Haiyan Li ,2 Kyung-Hye Park ,3 and Kerang Cao 4

1School of Economics and Management, Shenyang University of Chemical Technology, Shenyang 110142, China
2School of Computer Science and Engineering, Northeastern University, Shenyang 110819, China
3College of Economics and Management, Chungnam National University, Daejeon 34134, Republic of Korea
4College of Computer Science and Technology, Shenyang University of Chemical Technology, Shenyang 110142, China

Correspondence should be addressed to Kerang Cao; caokerang@syuct.edu.cn

Received 27 May 2022; Accepted 24 August 2022; Published 16 September 2022

Academic Editor: Hao Gao

Copyright © 2022 Lini Duan et al. �is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

For the multiple automated guided vehicle (multi-AGV) routing problems in the warehousing link of logistics, where the
optimization objective is to minimize both the number of AGVs used and the maximum pickup time simultaneously, a
nondominant sorting di�erential evolution (NSDE) algorithm is proposed. In the encoding and decoding stages, the pickup point
area is divided. AGVs are allocated to each region according to the proposed rule based on avoiding duplicate paths. Meanwhile,
the pickup points within the region can be adjusted to optimize the pickup paths and improve the pickup e�ciency. �e fast
nondominated sorting method and elitist selection strategy in the nondominated sorting genetic algorithm II (NSGA-II) are
introduced into the di�erential evolution algorithm, which sorts all the regions to obtain the best Pareto solution set. Lastly, the
domination of the proposed NSDE algorithm in Pareto frontier evaluation indicators is veri�ed by some numerical experiments.

1. Introduction

Dangerous chemical accidents have occurred frequently in
many countries. Dangerous chemicals have the properties of
corrosion, toxicity, and harmfulness, and are easy to explode
and combust, so to do a good job in the safety management
of the storage, loading and unloading of dangerous chem-
icals is an important measure to avoid safety accidents. To
achieve safety and e�ciency inmaterial handling, automated
guided vehicle (AGV) system is widely applied in ware-
houses, manufacturing systems, container terminals, and
service industries including hospitals [1]. As a �exible and
intelligent warehousing logistics equipment integrating a
variety of advanced technologies, AGV has the character-
istics of automation, high �exibility, high e�ciency, high
reliability, and parallel operation [2], which can well meet
this logistics demand of dangerous chemicals. �erefore,
more and more automatic warehouses of dangerous

chemicals use AGV for transportation. �is type of trans-
portation problem can be classi�ed as multi-AGV routing
problem in an automated warehouse: multiple AGVs start
from their respective entrances, drive along passageways
pickup the goods at the pickup point mentioned in the order,
and �nally carry the goods to the exit. AGV routing involves
the operation sequence and driving path arrangement of
AGV [3]. At present, metaheuristic algorithm is still one of
the major ways to solve this kind of complex combinatorial
optimization problem, and many scholars have carried out
relevant research under various warehouse transportation
backgrounds.

AGV handling system has been an essential component
of modern manufacturing systems. Kabir and Suzuki [4]
conducted a comparative analysis of four AGV routing
heuristics for battery management: select the nearest battery
station, select minimum delay battery station, select the
nearest battery station from the initial point, and select the
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nearest battery station to drop-off point. In terms of system
productivity, selecting minimum delay battery station per-
forms the best and selecting the nearest battery station from
the initial point performs the worst. Considering energy
consumption or its environmental impact indicators, Zhang
et al. [5] formulated an energy-efficient path planning model
for a single-load AGV and selected two optimization ob-
jectives, transport distance, and energy consumption. (ey
put forward a particle swarm optimization-based method
where an indirect priority-based particle encoding scheme is
proposed. For the multi-compartment AGV scheduling
problem in matrix workshop, Zou et al. [6] addressed an
effective iterated greedy algorithm with some advanced
techniques including accelerations for evaluating neigh-
borhood solutions, two improved constructive heuristics
based on nearest-neighbour and sweep, an improved de-
struction procedure, and simulated annealing type of ac-
ceptance criterion. Zou et al. [7] then investigated a new
AGV scheduling problem with pickup and delivery that
simultaneously optimized two objectives of maximizing the
overall customers’ satisfaction and minimizing the total
distribution costs. To solve the problem, an effective multi-
objective evolutionary algorithm is proposed, containing a
constructive heuristic in population initialization, a multi-
objective local search based on an ideal point to improve the
capability of exploitation, a two-point crossover operation to
exploit helpful information collected in the nondominated
solutions, and a restart strategy to prevent trapping into a
local optimum. For the problem of collision and deadlock,
Zając and Małopolski [8] presented an algorithm intro-
ducing a structural online control strategy, which has a
considerably high efficiency in three types of road systems:
unidirectional, bidirectional, and mixed. For the cell for-
mation and intercellular integrated scheduling problems in
the cellular manufacturing system where AGVs are used for
transferring exceptional parts, Goli et al. [9] developed a
fuzzy mixed-integer linear programming, designing an ef-
ficient whale Optimization Algorithm. Drótos [10] designed
a centralized approach to maintain a central schedule to
guarantee conflict-free operation of a large fleet of vehicles
without deadlock or live lock, proposing a method based on
local search to support the optimization of plans. For the
multi-AGVs dispatching problem in a matrix manufactur-
ing workshop, Zhang et al. [11] provided an improved
iterated greedy algorithm, where an AGV route merging
strategy and a workshop partition strategy are proposed to
reduce travelling distance and the cost of AGVs, two rules to
identify infeasible solutions are presented to save the op-
eration time, four effective operators in the local search stage
are applied to improve the solution quality, and a repair
strategy is used to avoid the local optima. For the fleet sizing
and routing problem with synchronization for AGVs with
dynamic demands, Aziez et al. [12] used mathematical
programming and a powerful matheuristic algorithm to
cope with large instances and real-time operations, handling
dynamic demand by replanning the routes immediately with
the arrival of new requests.

In the automated container terminal, reasonable AGV
routing is beneficial to the smoothness of the whole logistics

transport. For the integrated scheduling problem of han-
dling equipment and AGV, Yang et al. [13] set up a bilevel
programming model to minimize the makespan, where
AGV path planning is the lower level, and the integrated
scheduling of quay cranes, AGVs, and automatic rail-
mounted gantries is the upper level. (ey designed an ef-
fective bilevel general algorithm based on the preventive
congestion rule. Aiming at the goal of minimizing multi-
AGV delays, Zhong et al. [14] considered conflict-free path
planning in simultaneous scheduling and presented a hybrid
genetic algorithm-particle swarm optimization algorithm
with fuzzy logic controller to adaptive auto-tuning which is
more reliable than the genetic algorithm, especially on large-
scale problems. Ji et al. [15] investigated the combinatorial
optimization of two problems in the synchronous loading
and unloading operation pattern, and established a pro-
gramming model aiming at the layout and operation flow of
most container terminals to minimize the completion time
of all containers. (ey proposed two bilevel genetic algo-
rithms based on conflict resolution strategy, introducing
elitism preservation strategy, tabu list, and catastrophe
operator. Zhou et al. [16] developed an improved anisotropic
Q-learning routing algorithm to find the shortest-time paths
in the guide-path network of crosslane type, considering
AGV real-time status and designing selecting-action strategy
based on AGV waiting time estimation.

Similar to manufacturing systems and container ter-
minals, the application of AGVs in automated warehouses
has greatly improved the efficiency in handling goods. Xing
et al. [17] designed two conflict elimination methods and
presented a novel tabu search algorithm. (e algorithm
adopts two novel neighborhood operators including relo-
cation and exchange operations, which greatly optimizes the
order of pickup points in the automatic warehouse and
shortens the total travel distance. Fransen et al. [18] pro-
posed a dynamic path planning approach to solve the real-
time control problem of grid-based AGV systems in parcel
sorting, baggage handling, and semiconductor fabrication
and adopted a graph-representation of the system with
constantly updating vertex weights, which can recover from
deadlock situations. To solve the integration difficulty be-
tween scheduling and routing aspects of the multi-AGV
problem, Lee et al. [19] established a model of combinatorial
auction-based winner determination problem for multiple
AGVs and decomposed the model into a two-phase prob-
lem, proposing a new genetic algorithm with knowledge-
based operators to obtain a better solution. Chen et al. [20]
set up an Ant-agent optimized by repulsive potential field for
multi-AGV routing, designing a scheme of varying velocity
to adjust the AGV velocity through decentralized control,
and presenting a novel transition rule to determine the AGV
motion state by combining centralized and decentralized
control.

Most AGV path optimization problems only optimize
one objective. However, there are often multiple conflicting
optimization objectives existing in practice. When the
number of AGVs used is small, the pickup time will be long;
when the requirements for pickup speed are high, more
AGVs will need to be started. (erefore, AGV quantity and
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maximum pickup time are two conflicting goals, which are
also the focus of this paper. A large number of studies have
found that the population-based intelligent optimization
algorithm can maintain a population of solutions in the
iterative process, and has greater advantages in solving
multi-objective optimization problems. Differential evolu-
tion (DE) algorithm has the advantages of simple structure,
easy implementation, fast convergence, and strong robust-
ness and are widely used in engineering practice, such as
computer network, mechanical design and robotics, image
processing, industrial control, biology, and other fields
[21–23].

When the classical differential evolution algorithm is
applied to solve optimization problems in some complex
environments, it exists the phenomenon of low solution
accuracy and poor stability. (e improvement for the
classical differential evolution algorithm mainly includes:
adaptive parameter adjustment mechanism, mutation and
crossover strategy adjustment technology, population
structure design, and hybrid algorithm evolution mecha-
nism. Zhao et al. [24] added the competitive evolutionary
mechanism to mutation operation where the strategy to
produce superior individuals are employed in population
with larger sizes. Yu et al. [25] put forward an adaptive
selection mutation method where individuals are selected by
their fitness values and constraint violations, improving the
exploitation, and maintaining the exploration. Ahmadianfar
et al. [26] created a novel adaptive mutation mechanism,
introducing the operators of particle swarm optimization
algorithm to improve global search capability. Using the
generalized Lehmer mean and linear bias reduction, Sta-
novov et al. [27] controlled the parameter adaptation bias for
fitness improvement-based and distance-based DE algo-
rithms. To exploit the evolutionary state of the population,
Gupta and Su [28] proposed a mutation strategy that uses a
dynamic number of fitness-based leading individuals, cre-
ating a novel way to set control parameters based on each
individual’s evolutionary state during trial generation. A
new mapping mechanism of continuous and discrete vari-
ables was proposed by Ali et al. [29]. In addition, a repair
method based on k-means clustering is designed to enhance
the initial population, and an ensemble of mutation strat-
egies is presented to improve the exploration ability. Wang
et al. [30] used the accompanying population whose indi-
viduals are composed of suboptimal solutions to optimize
the mutation strategy and control parameters, which real-
ized the adaptation of the strategy and parameters of the
main population. Besides, they utilized reverse individuals to
enhanced population diversity in evolution and radial spatial
projection technology to optimize the evolution direction.
Tan et al. [31] presented an adaptive mutation operator
based on fitness landscape where the relationship between
three mutation strategies and fitness landscape features are
trained by random forest offline, designing an adaptable
parameter mechanism based on historical memory and a
linear reduction method of population size. Based on five
mutation strategies, Deng et al. [32] developed an optimal
mutation strategy to improve local search ability while

ensuring global search ability. To ensure diversity of solu-
tions and accelerate convergence, they employed the wavelet
basis function and normal distribution function to control
the scaling factor and crossover rate, respectively. (e
crossover rate sorting mechanism introduced by Li et al. [33]
enables each individual to be assigned a crossover rate value
according to their fitness value, allowing good elements to be
more inherited. A dynamic population reduction strategy is
employed to enhance convergence speed and balance ex-
ploration and exploitation. A selection operator with three
candidate vectors was proposed by Zeng et al. [34] for the
escaping of the local optimal value when the individual is
stuck in a state of stagnation. Sun et al. [35] designed the
reverse learning mechanism for generating the initial sub-
populations to improve the convergence velocity and
maintain population diversity, developing a new multi-
population parallel control strategy to maintain the search
efficiency in subpopulations. Deng et al. [36] applied the
quantum chromosome encoding to enhance the population
diversity and quantum rotation to speed up the convergence
speed, using the cooperative coevolution framework to
change the large-scale and high-dimensional complex op-
timization problem to multiple low-dimensional subprob-
lems to improve the solution efficiency. Sun et al. [37]
applied a finite-horizon Markov decision process to adap-
tively control the parameter, avoiding the problem of poor
convergence caused by random values or empirical mea-
surements. Houssein et al. [38] proposed a hybrid algorithm
of slime mould algorithm and DE Algorithm where an
adaptive guided mutation method improve the swarm
agents’ local search, enhance the diversity of population, and
prevent premature convergence.

(e performance improvement of the traditional dif-
ferential evolution algorithm can be implemented by con-
sidering the characteristics of complex problems and
designing strategies for new coding structure and decoding
scheme, mutation operator, crossover operator, and evo-
lution mechanism. To our knowledge, there are no known
studies that apply DE algorithms to solve such biobjective
AGV routing problem, therefore this paper presents a
nondominant sorting differential evolution (NSDE) algo-
rithm with a well-designed encoding and decoding method,
introducing an elitist selection strategy. By discussing the
characteristics of automated warehouse layout and AGV
driving mode, a new encoding and decoding method based
on pickup location is designed, which can effectively im-
prove the decoding quality. Nondominated sorting genetic
algorithm II (NSGA-II) is one of the most influential and
widely applied multi-objective genetic algorithms, based on
controlled elitism concepts. In the iteration process, the elite
strategy of NSGA-II is introduced to accelerate population
convergence andmaintain the quality and Pareto diversity of
the population.

(e remaining sections are organized as follows: First,
the mathematical formulation of biobjective multi-AGV
routing problem is provided. (en, the NSDE algorithm is
detailed. Afterwards, the paper introduces the numerical
experiments and results. Lastly, a summary is given.
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2. Problem Statement

(is section introduces the working environment and
process of AGV and the basic concept of multi-objective
problem, leading to the proposed biobjective multi-AGV
routing problem and mathematical model.

2.1. Workflow Description for AGV. Figure 1 shows the
layout of a common automated warehouse which is rep-
resented by the grid method [39], divided into 10 rows and
15 columns, a total of 150 square grids, and numbered in
order. To maximize the use of warehouse space, the pas-
sageway is only designed as the width of one grid, and each
shelf occupies two columns.(e white area and gray area are
driving passageways (transportation passageways) of AGVs
and shelves, respectively. (e entrances of AGVs are con-
centrated in the first row in the figure. When AGVs enter the
warehouse, they are arranged from left to right, and the exit
is located in the grid of the lower right corner.

When AGV works, it starts from its own entrance and
runs in the passageway between shelves. According to the
requirements of the order, AGV takes out the corresponding
goods from the shelves and delivers them to the exit. (e
goods involved in the order are called the pickup point.
When picking up goods, AGV requires driving to the grid
next to the pickup point. (e grid like this is called the
pickup position of the pickup point (for example, the pickup
position of pickup point 51 is grid 50), and the passageway
located is the pickup passageway of the pickup point.

2.2. Multi-Objective Optimization Problem. In multi-objec-
tive optimization problem (MOP), multiple objectives
conflict with each other, and the performance of one ob-
jective is often improved at the expense of the performance
of other objectives. In fact, it is impossible for MOP to have a
solution that can achieve the optimal state of all objects, and
the solution can usually be obtained from a set of non-in-
ferior solutions, i.e., Pareto solution set [40].

For MOP, suppose there are m optimization objectives
fi(x), i� 1, 2, . . ., m, and each optimization objective is to
minimize. If any two feasible solutions a and b satisfy the
following relationship, then solution a dominates solution b,
which can be expressed as a> b. Otherwise, there is no
dominating relationship between the two solutions as follows:

(1) For any optimization objective i, fi(a)≤ fi(b);
(2) (ere is at least one optimization objective u, fu(a)
< fu(b) is established.

When there are multiple Pareto optimal solutions, if
more information about the problem is unknown, it is
difficult to decide which solution is more desirable, i.e., all
Pareto optimal solutions are considered to be equally im-
portant. (erefore, for MOP, the most important task is to
find as many Pareto optimal solutions as possible, mainly
completing the following two tasks:

(1) Find a set of solutions as close to Pareto optimal front
as possible.

(2) Find a set of solutions that are as different as
possible.

2.3. Problem Description and Mathematical Formulation.
(e biobjective multi-AGV routing problem is described
as follows: enough AGVs are available and n goods need to
be taken out according to a batch of customer orders.
AGVs start from their respective entrances, drive along
the passageway, take out the goods involved in the order,
and finally transport them to the exit. Collision is not
allowed during AGV driving, i.e., any grid can only be
occupied by one AGV at the same time. (e goal of the
problem is to simultaneously minimize two objects, i.e.,
the number of AGVs used and the maximum pickup time
of AGVs, so as to obtain the conflict-free driving path of
AGVs. (is problem is based on the following
assumptions:

(1) (e time when the goods is taken out of the shelf and
put into the AGV is not considered.

(2) Only focus the case that the quality or volume of
goods is small enough and will not exceed the AGV
capacity, regardless of capacity limitation of AGV.

(3) Any AGV runs at a constant speed, and turning time
and acceleration are ignored.

(4) Both the distance and travel time between adjacent
grids are set to 1.

(e following notations are introduced for establishing
the mixed-integer programming (MIP) model:

r (e number of grid rows in the warehouse layout
diagram.
c(e number of grid columns in the warehouse layout
diagram.
ri (e row number of pickup location of the pickup
point i (entrance, or exit i), ri ∈ [1, r].
ci (e column number of pickup location of the pickup
point i (entrance, or exit i), ci ∈ [1, c].
n (e number of pickup points.
m Maximum number of AGVs, m�min{c, n}.
N A collection of nodes that contain entrances, exit and
all pickup points. N� {0, 1, . . ., n, n+ 1}. Node 0 is the
entrance, nodes 1,. . ., n are the pickup points, and node
n+ 1 is the exit.
N′ A collection of all pickup points. N’� {1, 2, . . ., n}.
M A collection of AGVs. M� {1, . . ., m}.
tij Transport time from node i to node j.
Ck Pickup time of AGV k.
Cmax Maximum pickup time.

(e decision variable is:

xijk �
1, AGV k accesses no de j di rectly after no de i, i≠ j,

0, otherwise.


(1)
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(e MIP model of the problem is provided as follows:

Minimize f1(x), f2(x) ,

Subject to,
(2)

f1(x) � 
m

k�1


n

j�1
x0jk, (3)

f2(x) � max
k∈M

Ck , (4)



n

j�1
x0j1 � 1, (5)



n

j�1
x0jk ≤ 

n

j�1
x0j(k−1), k � 2, . . . , m, (6)



n

j�1
x0jk � 

n

j�1
xi(n+1)k, k ∈M, (7)

xj0k � 0, j ∈ N′, k ∈M, (8)

x(n+1)jk � 0, j ∈ N′, k ∈M, (9)

x0(n+1)k � 0, k ∈M, (10)

x(n+1)0k � 0, k ∈M, (11)

xiik � 0, i ∈ N, k ∈M, (12)



m

k�1


n

i�1
xijk � 

m

k�1


n

i�1
xjik � 1, j ∈ N, (13)


k∈M


i∈S


j∈S

xijk ≤ |S|, S⊆N′, 2≤ |S|≤ n − 1,
(14)

Ck � 
n

i�1


n

j�1
tijxijk, (15)

xijk ∈ 0, 1{ }, i ∈ N, j ∈ N, k ∈M. (16)

(e two objectives of optimization are represented by
(2): simultaneous minimization of the number of AGVs
used and the maximum pickup time; (3) is the objective
function of the number of AGV used; (4) is the objective
function of maximum pickup time; constraints (4)–(5)
ensure that at least one AGV is working; constraint (7)
means that entrance and exit need to be arranged for the
working AGV, otherwise they will not be arranged; con-
straints (7)–(10), respectively, illustrate that the following
operations are not allowed in the pickup sequence of AGV:
return the entrance from the pickup point, return the pickup
point from the exit, go directly to the exit from the entrance,
and go directly to the entrance from the exit; constraints
(11)–(12) indicate that the AGV should leave a node after
accessing the node; constraint (14) eliminates subtours;
formula (15) is the calculation formula of the pickup time of
each AGV; constraints (16) provides decision variable
constraint.

What needs illustration is that tij is the sum of the
shortest distance between two nodes i and j plus AGV
waiting time, where the waiting time is due to AGV conflict.
For concrete details about calculating the shortest path

136 137 138 139 140 141 142 143 144 145 146 147 148 149 150
(Exit)

121 122 123 124 125 126 127 128 129 130 131 132 133 134 135

106 107 108 109 110 111 112 113 114 115 116 117 118 119 120

91 92 93 94 95 96 97 98 99 100 101 102 103 104 105

76 77 78 79 80 81 82 83 84 85 86 87 88 89 90

61 62 63 64 65 66 67 68 69 70 71 72 73 74 75

46 47 48 49 50 51 52 53 54 55 56 57 58 59 60

31 32 33 34 35 36 37 38 39 40 41 42 43 44 45

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

1
(AGV1)

2
(AGV2)

3
(AGV3) 4 5 6 7 8 9 10 11 12 13 14 15Row 1 for 

entrance of AGVs

Grid 150 for 
exit of AGVs

Goods
Passageways

Figure 1: (e layout of automated warehouse.
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between two nodes i and j and the solutions of conflicts,
reader can consult the study of Xing et al. [17].

3. Nondominated Sorting Differential
Evolution Algorithm

(e differential evolution algorithm proposed by Storn and
Price [41] is a population-based optimization algorithm, one
of the global intelligent optimization algorithms to solve
continuous optimization problems. For the biobjective
problem proposed, a NSDE algorithm is presented. Firstly,
an effective encoding and decoding method is designed to
eliminate the influence of repeated paths, and then the fast
nondominated sorting method and elite selection strategy of
NSGA-II are introduced to improve the selection operation.
Excellent individuals are selected from the two generations
of the population for iteration, so that the Pareto solution set
is continuously updated. (e procedure of the NSDE al-
gorithm is as follows:

3.1. Encoding and Decoding. Since the driving passageways
in an automated warehouse are limited by the position of
shelves, and AGV has no capacity limitation and does not
need to deal with the situation of exiting, unloading, and
reentering if it is full, a relatively superior solution should
satisfy the following two rules to reduce duplicate paths:

Rule 1: (e driving direction on the horizontal pas-
sageway should be consistent.
Rule 2: Reversals on the vertical passageway should be
as little as possible.

Regardless of conflicts, for instance, the pickup sequence
(123, 126, 129, and 132) is better than (123, 129, 126, and
132) and the pickup sequence (55, 70, 85, 100) is superior to
(55, 85, 70, 100) in Figure 1. Figures 2 and 3 clearly display
the path arrangement and driving directions on the hori-
zontal and vertical passageways for these two examples,
respectively.

(erefore, applying these two rules can reduce the
number of times through the same grid, i.e., decrease re-
peated paths and reduce the time wasted to some extent. A
novel coding and decoding method with the rule of avoiding
duplicate paths is designed.

3.1.1. Encoding Method. (e pickup points involved in
each vertical pickup passageway should be taken out by
two AGVs at most. For example, the goods in the upper
and lower sections of the vertical passageway can be
picked up by two AGVs, respectively. If another AGV is
added to work in this passageway, its path would be
identical to that of one of the previous two AGVs. For
applying in the discrete, the individual in the NSDE al-
gorithm is expressed as a region-based sequence. (ere-
fore, the coding method proposed firstly divides the
pickup points related to each vertical pickup passageway
into upper and lower areas, which are represented by two
numbers, respectively. (e pickup points corresponding

to each number are arranged in increasing order, so the
individual length is equal to the number of vertical pas-
sageways multiplied by 2. (ere are several exceptional
cases that need to be explained:

(1) If there is only one pickup point for a certain vertical
passageway, it will be assigned to the corresponding
number according to the area it is located, and the
other number code related to this passageway has no
meaning, but only exists for the convenience of
calculation.

(2) If the pickup points of a certain vertical passageway
are only distributed in the upper half or the lower
half, and there are two or more pickup points, in
order to make the two digital codes related to this
passageway meaningful, the regional number with-
out pickup points contains the nearest pickup point
to this region.

(3) If the row number of the warehouse is odd and there
are some pickup points in the middle row, they can
be distributed to the area that these pickup points are
closer to, and if the distances are the same or their
pickup passageway only involves these pickup
points, they can be distributed to any area.

(4) If not every vertical passageway contains pickup
points, the number corresponding to the passageway
without pickup points does not represent any pickup
point, but it can play the role of dividing AGV in the
decoding stage to be introduced below.

Figure 4 indicates the goods numbers of a batch of orders
only, and divides the areas. It is assumed that the pickup
points are distributed in five vertical passageways, where 1 to
5 represents the pickup points in the top area of each
passageway, and 6 to 10 presents the pickup points in the
area below. According to the above coding mode, the
meaning of each coded number, i.e., the corresponding
pickup points can be obtained in Table 1. (e current
meaning of coded numbers is the initial state before
decoding, which will be adjusted during decoding to opti-
mize the path.

3.1.2. Decoding Method. In the decoding phase, the region
number in an individual should be converted into the
pickup sequence of one or more AGVs, and the picking
points should be adjusted across regions to make decoded
paths better. In order to reduce the repeated paths on the
horizontal passageway, AGV will not turn around on the
horizontal passageway when arranging the pickup se-
quence, i.e., rule 1 should be observed under the back-
ground of the warehouse layout in this paper. In the
following process, the pickup points represented by each
digital code are sorted from small to large. When cal-
culating the pickup time, connect the pickup point se-
quences represented by the numbers. If the flip sequence
can make the pickup sequence closer to the previous
pickup point, flip it. (e following is a detailed intro-
duction to the decoding process.
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(1) Firstly, divide the individuals according to the ver-
tical passageway position and calculate the number
of AGVs: compare the serial numbers of the pickup
passageways corresponding to the adjacent numbers
in the individual in turn, if the preceding value is

greater than the following value, divide them here
and prepare to start a new AGV. (ere is no need to
arrange AGV for numbers without meaning, which
only plays a certain role in the division. Such as the
individual [3, 4, 9, 1, 6, 5, 10, 2, 7, 8], the

55

70

85

100

Pickup sequence (55, 70, 85, 100): driving time is 3

55

70

85

100

Pickup sequence (55, 85, 70, 100): driving time is 5

71
56

86
71

101
86

86
71
56

86
71

101
86
71

First
reversal

Second
reversal

Figure 3: An instance for Rule 2.

123 126 129 132

137 138 139 140
122 125

140 141 142 143
125 128

143 144 145 146
128 131

123 126 129 132

140 141 142 143 144 145 146
125 131

137 138 139 140 141 142 143
122 128

140 141 142 143
125 128

Inconsistent 
directions

Pickup sequence (123, 126, 129, 132): driving time is 15

Pickup sequence (123, 126, 129, 132): driving time is 21

Figure 2: An instance for Rule 1.
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corresponding vertical passageway numbers and
areas are: 3up-4up-4down-1up-1down-5up-5down-2up-
2down-3down. According to the size relations, the
individual is divided into three sections: 3up-4up-
4down, 1up-1down -5up-5down, and 2up-2down-3down.

(2) Assign AGV (entrance) to several sequence frag-
ments after individual division: allocate the entrance
from left to right according to the first number (the
serial number of the vertical passageway) of each
sequence fragment in nondecreasing order. For the
example in (1), the following result of allocation can
be obtained:

AGV 1: 1up-1down -5up-5down;
AGV 2: 2up-2down-3down;
AGV 3: 3up-4up-4down.

(3) Adjust pickup points represented by digital code:
Since the objective of maximum pickup time needs
to be optimized after the determination of AGV
quantity, the pickup points represented by each
digital code should be adjusted. According to the
nondecreasing order of the vertical passageway
number, cycle to adjust pickup points: if pickup
points of one vertical passageway are allocated to two
AGVs, adjust the pickup points of the AGV with a
longer pickup time to the other AGV with a shorter
pickup time. For eachmove, the nearest pickup point
to the AGV with a shorter pickup time is selected,
which actually adjusts pickup points included in the
digital code. Choose a solution that minimizes the
maximum pickup time of the two AGVs, so as to

narrow the pickup time gap between them. An in-
stance is presented as follows: for the allocation
result in (2), first check whether two AGVs are al-
located for the same aisle from aisle 1 to Aisle 5: only
the goods in aisle 3 meet this condition and are
allocated to AGV 2 and AGV 3. Suppose digital
codes 3up � {22, 54} and 3down � {112, 114} and then
adjust the encoding: if pickup times of AGV 2 and
AGV 3meetsC2>C3, the goods represented by 3down
in AGV 2 are reduced and the digital codes are
attempted to adjust to 3up � {22, 54, 112} and
3down � {114}. Similarly, if pickup times of AGV 2
and AGV 3 meets C2<C3, the goods represented by
3up in AGV 3 are reduced and the digital codes are
attempted to adjust to 3up � {22} and 3down � {54,
112, 114}. If the max{C2, C3} becomes smaller after
adjustment, the above adjustment will be adopted;
otherwise, it will be restored to the original codes,
i.e., the scheme with the minimum difference be-
tween the pick times of two AGVs.

(4) Adjust entrance: when there is no adjustable scheme
in (3), find out the AGV with the longest pickup
time: if its entrance is the nearest, stop adjustment
and enter (5); otherwise, try to swap other AGV
entrance for it: if the maximum pickup time of the
two AGVs can be shortened, the shortest solution is
selected, and then return (3); otherwise, stop the
adjustment and go to (5). An instance is provided as
follows: suppose the following results are obtained
after step (3) (only the numbers of goods needed for
calculation are given):

Table 1: Number coding and meaning before decoding.
Upper region of passageway Lower region of passageway

Number coding Corresponding pickup points Number coding Corresponding pickup points
1 16, 18, 48 6 61
2 19, 49, 66 7 126
3 22, 54 8 112, 114
4 70 9 85, 102, 132
5 28, 30, 43 10 90

98

136 137 138 139 140 141 142 143 144 145 146 147 148 149 Exit

121 122 123 124 125 126 127 128 129 130 131 132 133 134 135

106 107 108 109 110 111 112 113 114 115 116 117 118 119 120

91 92 93 94 95 96 97 99 100 101 102 103 104 105

76 77 78 79 80 81 82 83 84 85 86 87 88 89 90

61 62 63 64 65 66 67 68 69 70 71 72 73 74 75

46 47 48 49 50 51 52 53 54 55 56 57 59 60

31 32 33 34 35 36 37 38 39 40 41 42 43 44 45

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

58

Figure 4: (e partition of regions in automatic warehouse.
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AGV 1: 1up(16, 18, 48)-1down -5up-5down;
AGV 2: 2up(19, 49, 66)-2down-3down;
AGV 3: 3up-4up-4down.

(e pickup time of AGV 1 is assumed to the
maximum pickup time, i.e., C1 �max{C1, C2, C3},
then the nearest entrance 2 is tried to arrange for the
route of AGV 1, i.e., AGV 1: 2up(19, 49, and 66)-
2down-3down, AGV 2: 1up(16, 18, and 48)-1down -5up-
5down. If the max{C1, C2} of the two AGVs becomes
smaller after adjustment, this adjustment should be
taken and all entrances will be further checked
similarly; otherwise, the original route will be
restored.

(5) Check and resolve conflicts, and finally calculate the
two objective values of the individual. ((ere are two
types of AGV conflicts: (1) the uniform direction
conflict can be eliminated by waiting; (2) the op-
posite direction conflict should be solved by ex-
changing the subsequent pickup points of the
collision grid. For concrete details about the solu-
tions of conflicts, reader can consult the study of
Xing et al. [17].)
(e decoding result of the sample individual in (1)
can be obtained: the number of AGVs is 3, the
maximum pickup time is 30 and pickup sequences
are as follows:

AGV 1: 1-22-54-70-85-102-132–150;
AGV 2: 2-16-18-48-61-28-30-43-90–150;
AGV 3: 3-19-49-66-126-112-114–150.

3.2. Initial Population Generation Method. (e target pop-
ulation composes of Λ target individuals. (e hth target
individual is Xτ

h � [xτ
h,1, xτ

h,2, . . . , xτ
h,n], where τ is the current

iteration number, h� 1, 2, . . ., Λ, and Λ is the population
size. Two initial individuals that are easy to calculate are
given in the initial population.

In the first individual X0
1, AGV number is 1. First, sort

the pickup points involved in each vertical passageway in
increased order and this sequence will make the AGVs drive
in one direction when picking up the goods from the same
passageway. (en connect these sequences by following the
order of the pickup passageway from left to right. (e se-
quence can be reversed if reverse make the sequence closer to
the previous pickup point. Finally, the individual corre-
sponding to the obtained AGV pickup sequence is taken as
the initial individual X0

1.
In the second individual X0

2, AGV quantity is the
number of vertical passageways, i.e., each AGV is respon-
sible for only pickup points of one passageway respectively,
and takes the goods in increasing order of the pickup point.
(e individual corresponding to the obtained AGV pickup
sequences is taken as the initial individual X0

2.
(e remaining individuals of the initial population are

randomly generated.(ey are divided into two halves at first,
and then generated from the two initial individuals X0

1 and

X0
2, respectively. Repeatedly execute the operation of ex-

changing randomly two gene locations in the new obtained
individual until the initial population is generated.

3.3. Mutation, Crossover, and Selection Operations. In the
iterative process, individuals in the parent population are
successively mutated, crossed, and selected [42].(e detailed
processes for these operations are provided in the following
subsections:

3.3.1. Mutation Operation. (e mutation process of NSDE
resembles that of the classic DE algorithm. Four parent
individuals and one Pareto individual are randomly selected
for mutation operation to generate one mutation individual
that is expressed as Vτ

h � [vτh,1, vτh,2, . . . , vτh,n]. For each target
individual in parent population Xτ−1

h , the relevant mutation
individual is generated as by (17):

V
τ
h � X

τ−1
Pareto⊕Z⊗ X

τ−1
a1

− X
τ−1
b1

 ⊕Z⊗ X
τ−1
a2

− X
τ−1
b2

 , (17)

where Xτ−1
Pareto is a Pareto individual chosen at random from

the current Pareto frontier individual set, Xτ−1
a1

, Xτ−1
b1

, Xτ−1
a2 ,

and Xτ−1
b2

are four different parent individuals at iteration
(τ-1), a1, b1, a2, and b2 are random integers in [1, Λ], and Z∈
[0, 1] is a mutation coefficient. (e operator ⊗ is calculated
by equation (18):

G
τ
h � Z⊗ X

τ−1
a − X

τ−1
b ⇔g

τ
h,q

�
x
τ−1
a,q − x

τ−1
b,q , if ran d<Z″,

0, otherwise.

⎧⎨

⎩

(18)

where Gτ
h � [gτ

h,1, gτ
h,2, . . . , gτ

h,n] is a temporary individual.
(e operator ⊕ is calculated by (19):

V
τ
h � X

τ−1
Pareto⊕G

τ
h1
⊕Gτ

h2
⇔v

τ
h,q � X

τ−1
Pareto,q⊕g

τ
h1 ,q⊕g

τ
h2 ,q

� mod X
τ−1
Pareto,q + g

τ
h1,q + g

τ
h2 ,q + n − 1 , n  + 1,

(19)

where operator mod is modulus. Individual Vτ
h maybe not

valid because some encoding elements may be repeated or
loss. An instance is provided in Tables 2–4 to explain the
mutation process.

3.3.2. Crossover Operation. A mutant individual can in-
crease the perturbation of the target individual and jump out
of local optimality. A valid trial individual
Uτ

h � [uτ
h,1, uτ

h,2, . . . , uτ
h,n] can be obtained by the crossover

operation after mutation operation [43]. In the crossover
operation process, select parts of the mutant individual Vτ

h

and add it into the parent individual Xτ−1
h to obtain a trial

individual Uτ
h. A three-point insertion method is applied to

enhance the perturbation.(e insertion points p1, p2, and p3
are three different locations of the target individual, where
three parts of the mutant individual are inserted, and they
are different random integers in [1, n]. For each gene
number of Vτ

h, if a random number rand()<Y, it can be
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added into Xτ−1
h , where Y ∈ [0, 1] is a crossover coefficient;

otherwise, it is eliminated. (e gene number may exist more
than once in Uτ

h are deleted from right to left, which ensures
that each gene number in Uτ

h appears once only.
For Vτ

h in Table 4, the crossover operation of Xτ−1
h is

displayed in Table 5.(e crossover coefficient Y� 0.6 and the
insertion points are p1� 2, p2� 4 and p3� 8.

3.3.3. Non Dominated Sorting Selection Operation. (e se-
lection process of NSDE introduced the fast nondominated
sorting method, crowding comparison, and elite selection
strategy in NSGA-II. After mutation and crossover, parent
population Vτ−1 and progeny populationUτ are merged into
the set Cτ whose size is Λ× 2. (e main process of fast
nondominated sorting of individuals in the two generation
population set Cτ is as follows:

(1) First, judge the dominate relationship among all
individuals in Cτ. For any individual X in Cτ, two
parameters SX and nX need to be calculated, where SX
is a set that stores all individuals dominated by in-
dividual X and its initial value is null; nX is a variable
that records the quantity of all individuals in Cτ that
can dominate X and its initialization value is 0.

(2) Perform fast nondominated sorting, calculate the
nondominated rank (layer) rankX of each individual,
and use the set Fi to store the result of each rank after

sorting. When nX � 0, no individual in Cτ can
dominate X and all individuals conforming to nX � 0
in Cτ are taken out and put into set F1 that is used to
collect all individuals with the highest nondominated
rank in Cτ. (en assign each individual in F1 the
nondominated rank rankX � 1. For the individual set
SX dominated by each individual X in F1, the cor-
responding parameter nX’ of each individual X′ in SX
minus 1. If nX’ − 1� 0, X′ is the individual with the
highest nondominated rank in current individual set
Cτ. (en delete individual X′ from Cτ and add it into
set F2. Similarly, continue the above operation until
Cτ is empty to stop [44]. Tables 6 and 7 is an example
of fast nondominated sorting, in which Table 6
represents the objective function value and domi-
nance relation of individuals in the two generations
of population, and Table 7 represents the calculation
results of nondominated sorting rank.

After the fast nondominated sorting of individuals in Cτ,
each individual is divided into different levels. In the
selecting process of the new target population, it is necessary
to inherit as many genes of excellent individuals as possible
to the next generation to ensure the good distribution of the
population. To judge the environment density of individual,
the crowding distance is used to calculate the Euclidean
distance between the individual and two adjacent individ-
uals. (e greater the crowding distance, the better the in-
dividual distribution.

(e calculation method of crowding distance is as fol-
lows: (e individuals are sorted in ascending order
according to each objective function value of them. (e
crowding distance of the first and last individuals are all set
to infinity, and the crowding distance cdi of individual Xi
(2≤ i≤Λ× 2–1) is calculated by the equation below.

Table 2: Instance for the mutation operation (Z� 0.3) (1).

Xτ−1
a1

− Xτ−1
b1

Xτ−1
a1

10 7 5 9 1 4 3 8 2 6
Xτ−1

b1
9 3 1 10 6 5 7 8 2 4

Xτ−1
a1

− Xτ−1
b1

1 4 4 −1 −5 −1 −4 0 0 2

Gτ
h1

rand 0.18 0.49 0.27 0.54 0.59 0.84 0.33 0.91 0.15 0.63
Xτ−1

a1
− Xτ−1

b1
1 4 4 −1 −5 −1 −4 0 0 2

Gτ
h1

1 0 4 0 0 0 0 0 0 0

Table 3: Instance for the mutation operation (Z� 0.3) (2).

Xτ−1
a2

− Xτ−1
b2

Xτ−1
a2

2 7 10 5 3 6 8 4 9 1
Xτ−1

b2
4 1 8 2 3 6 10 7 9 5

Xτ−1
a2

− Xτ−1
b2

−2 6 2 3 0 0 −2 −3 0 −4

Gτ
h1

rand 0.20 0.49 0.19 0.18 0.73 0.41 0.51 0.68 0.57 0.41
Xτ−1

a2
− Xτ−1

b2
−2 6 2 3 0 0 −2 −3 0 −4

Gτ
h2

−2 0 2 3 0 0 0 0 0 0

Table 4: Instance for the mutation operation (Z� 0.3) (3).

Vτ
h

Xτ−1
Pareto 1 3 10 4 5 7 9 2 8 6

Gτ
h1

1 0 4 0 0 0 0 0 0 0
Gτ

h2
−2 0 2 3 0 0 0 0 0 0

Vτ
h 10 3 6 7 5 7 9 2 8 6

10 Mathematical Problems in Engineering



cdi � 

nf

j�1

fj(i + 1) − fj(i − 1)

f
max
j − f

min
j

. (20)

For the jth objective, fj(i− 1) and fj(i+ 1) are the objective
function values of the (i− 1)th and (i+ 1)th individuals after
sorting, and fmin

j and fmax
j are the minimum and maximum

values of the jth objective function value, respectively. nf is
the number of objective functions.

(e selection operation of NSDE algorithm adopts the
elite strategy, i.e., integrates the two generations of pop-
ulation set Cτ after fast nondominated sorting and
crowding distance calculation, and half of them are re-
served as the next parent population. Priority is given to
individuals in the higher level, and those with large
crowding distance are preferred in the process of selecting
individuals in the same level to ensure the diversity of
population. For the example in Table 6, four individuals
need to be selected. (e crowding distance in first layer F1
are calculated as cd1 �∞, cd2 � 0.45, cd4 � 0.475, cd6 �∞,
and cd8 � 0.575. (e four individuals with the largest
crowding distance are selected as X1, X4, X6, X8.

3.4. Algorithm Flowchart. (e specific process of NSDE
algorithm is as follows:

Step 1: Set Algorithm parameters: population size Λ,
mutation coefficient Z, crossover coefficient Y and
maximum iteration τmax and set the Pareto solution set
to be null.
Step 2: Generate initial population and update Pareto
solution set.
Step 3: Set the number of iterations τ � 0 and evolution
begins.
Step 4: Mutation and crossover operations are per-
formed to produce progeny individuals.
Step 5: Execute a nondominated sorting on the col-
lection Cτ which merges the current population and the
offspring population to obtain nondominated layers Fi
(i� 1, 2, 3, . . .).
Step 6: (e individuals in each nondominated layer Fi
(i� 1, 2, 3, . . .) are put into the parent population in
turn to replace the previous ones. For each Fi, calculate
whether it will exceed the population size before
putting it in population: if it exceeds, calculate the
number of individuals n’ that can be put into the target
population, calculate the crowding distance for each
individual in Fi, select the best n’ individuals, and go to
Step 7.
Step 7: Update Pareto solution set. If τ < τmax, τ � τ + 1
and return to Step 3, otherwise go to Step 8;
Step 8: Output Pareto solution set and stop.

Table 5: Instance for crossover Operation (Y� 0.6).

Vτ′
h

Xτ−1
h 9 6 2 7 1 10 8 3 4 5

Uτ
h 9 6 2 7 1 10 8 3 4 5

Vτ
h 10 3 6 7 5 7 9 2 8 6

rand 0.25 0.87 0.63 0.44 0.63 0.95 0.51 0.69 0.51 0.71
Vτ′

h 10 7 9 8
Uτ′

h

Uτ
h 9 6 2 7 1 10 8 3 4 5

Vτ′
h 10 7 9 8

Uτ′
h 9 6 10 7 2 7 9 1 10 8 3 8 4 5

Uτ
h

Uτ′
h 9 6 10 7 2 7 9 1 10 8 3 8 4 5

Uτ
h 9 6 10 7 2 1 8 3 4 5

Table 6: Dominance relation in Cτ.

Individual in Cτ Objective function value n X SX
X 1 (1, 100) 0 {}
X 2 (2, 72) 0 {X3, X5, X7}
X 3 (2, 84) 1 {X5}
X 4 (3, 67) 0 {X5, X7}
X 5 (4, 85) 3 {}
X 6 (6, 60) 0 {}
X 7 (3, 77) 2 {}
X 8 (5, 61) 0 {}

Table 7: Nondominant sorting results.

Nondominated rank Sorting result
F 1 X 1 X 2 X 4 X 6 X 8
F 2 X 3 X 7
F 3 X 5
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(e flowchart of NSDE algorithm is expressed in
Figure 5.

4. Computational Results

In order to verify the performance of the proposed NSDE
algorithm, this section compares it with Gurobi and multi-
objective tabu search (MOTS) algorithm [17], respectively.
All algorithms are implemented in C++ programming
language and run on a PC with an Intel Corei7 CPU
(2.6GHz× 12) and 8GB RAM. (e relevant parameters of
NSDE algorithm are measured by orthogonal experimental
design method: mutation coefficient: 0.1, crossover coeffi-
cient: 0.3, population size: 50, and maximum number of
iterations: 400. (e relevant parameters of MOTS algorithm
are set by orthogonal experimental design method: tabu list
length: 20, maximum number of iterations: 500. (e process
of the orthogonal experimental design for the NSDE algo-
rithm is presented in Appendix .

(e performance indicators for multi-objective evolu-
tionary algorithms are generally categorized into four groups

based on performance criteria, i.e., counting indicators,
convergence indicators, diversity indicators, and compre-
hensive indicators [45, 46], in which each indicator is se-
lected in this paper. Four evaluation indexes used to evaluate
the Pareto solution set obtained by multi-objective algo-
rithms are chosen as follows:

(1) Overall nondominated vector generation
(ONVG): number of vectors in Pareto front [47],
and a larger ONVG value indicates more superior
performance (this metric is actually applied to
count the quantity of approximate Pareto solu-
tions obtained by the correlation experimental
algorithms);

(2) Convergence metric (CM): an indicator to evaluate
convergence. It measures the dominant relationship
between the two Pareto fronts E1 and E2. C(E1, E2)
reflects the percentage of solutions in E2 dominated
by E1 or equal to E1. A larger C(E1, E2) value indicates
better convergence of Pareto fronts E1. (e calcu-
lation formula is as follows [48]:

(1) Set Algorithm parameters: population size Λ, mutation coefficient Z, crossover 
coefficient Y and maximum iteration τmax, and set the Pareto solution set to be null.

(2) Set τ= 0, generate initial population and update the Pareto solution set.

Perform mutation and crossover operations and 
produce progeny individuals

Update the parent population: Select individuals with higher
non-dominant rank first, and if out of scale, select individuals 

with high crowding distance

Output Pareto solution set

Merge the parentpopulation and offspring population and 
perform fast non-dominated sorting to obtain Fi

N

Update Pareto solution set

τ < τmax? τ = τ +1Y

Figure 5: NSDE algorithm flowchart.
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C E1, E2(  �
b ∈ E2|∃a ∈ E1, a≻b or a � b 




E2



. (21)

(3) Spacing metric (SM): an indicator to evaluate the
uniformity of the solution set distribution. (e
smaller the SM value, the more uniform the distri-
bution. (e calculation formula is as follows:

SM �

��������������

1
|E|


a∈E

da − d 
2

d




, (22)

where da is the Euclidean distance between solution
a and the solution nearest to a, E is the Pareto front,
and d � a∈Eda/|E| is the average distance [49].

(4) Hypervolume (HV): the sum of the hypervolume of
the hypercube composed of all nondominated so-
lutions and nadir point. (e convergence, distri-
bution uniformity and universality of the algorithm
results can be evaluated simultaneously [50].

4.1. Comparison of NSDE and Gurobi. In the third-party
optimizer evaluation conducted by Decision Tree for Opti-
mization Software, the world’s most famous professional
optimizer evaluation website, Gurobi shows faster optimiza-
tion speed and accuracy, which has been proved to have
obvious advantages over other large-scale optimizers. (e
Gurobi optimization solver can be used to solve multi-ob-
jective optimization problems, which is one of its greatest
strengths. (is section compares the performance of NSDE
and Gurobi. In order to adapt to the solution of the proposed
problem, Gurobi’s solving process is designed as follows: since
the objective of AGV number cannot be solved directly by
Gurobi’s function, the number of AGVs is fixed and attempted
from small to large, and the proposed problem is transformed
into a single-objective optimization problem. (en check the
optimal solution and the feasibility of the corresponding path.
Finally, form the Pareto solution set to output. (e layout of
the automated warehouse is set as follows: the number of
columns of goods (excluding passageways) is fixed at 20, the
number of rows of goods r is taken in the set {20, 30}, and the
number of picking points n� {10, 20, 30, 40}. (ese eight
combination experiments are carried out, and five groups of
random data are tested for each combination. Because the
solution time of Gurobi is too long, after recording the running
time of each NSDE experiment, Gurobi runs the same time to
stop. (e relevant experimental results are shown in Table 8
which records the number of Pareto solutions and running
time obtained by the two algorithms under different scales.

When n� 10 to 40, the number of Pareto solutions
obtained by NSDE algorithm is significantly more than that
of Gurobi, and when n� 30 and 40, Gurobi cannot even
obtain a feasible solution to solve the presented problem. It
takes some time in Gurobi to preprocess and on judge the
conflict of the searched solutions. (erefore, Gurobi’s
solving capability is limited. For the scale of n� 30 and
above, Gurobi cannot get the same number of solutions as

NSDE or even a feasible solution in the same time, but NSDE
still has good performance.

4.2. Comparison of NSDE and MOTS. (is section modifies
the novel tabu search algorithm proposed by Xing et al. [17],
so that it can solve themulti-objective problem, which can be
used as a comparison algorithm of NSDE to evaluate the
performance. (e modified NTS algorithm, i.e., a MOTS
algorithm, introducing the judgment of dominant rela-
tionship. In the comparative experiment between NSDE and
MOTS, the layout of the automated warehouse is set as
follows: the number of columns of goods (excluding pas-
sageways) is fixed at 20 columns, and the row number of
goods r is taken in the set {20, 30}. Eight combination ex-
periments with the number of pickup points n� {60, 120,
140, 180} are carried out, 10 groups of random data are
tested for each combination, and the relevant experimental
results are recorded. Four evaluation indexes are used for
performance comparison, including ONVG, CM, SM, and
HV. (erefore, in the selection of HV reference point, the
point when both objectives take the minimum value is se-
lected and smaller HV value indicate the superiority of the
algorithm. Because MOTS is time-consuming, after re-
cording the running time of each NSDE experiment, MOTS
runs the same time to stop.(e relevant experimental results
are shown in Tables 9–12 and Figures 6–9. (ese tables,
respectively, record ONVG, CM, SM, HV, and running time
obtained by the two algorithms under different scales.

Table 8: Comparison of experimental results between NSDE and
Gurobi.

r� 20 r� 30

NSDE Gurobi Time
(s) NSDE Gurobi Time

(s)

n� 10

Trail 1 8 2 0.956 7 2 1.265
Trail 2 7 2 0.951 6 2 1.15
Trail 3 8 2 1.006 6 3 1.166
Trail 4 7 2 0.973 7 3 1.393
Trail 5 7 2 0.956 6 2 1.266
Average 7.4 2 0.968 6.4 2.4 1.248

n� 20

Trail 1 10 1 1.562 10 1 1.686
Trail 2 10 1 1.126 10 1 1.725
Trail 3 10 1 1.505 10 1 1.825
Trail 4 10 1 1.304 10 1 1.408
Trail 5 10 1 1.379 10 1 1.908
Average 10 1 1.375 10 1 1.710

n� 30

Trail 1 10 0 1.843 10 0 1.884
Trail 2 10 0 1.682 10 0 2.102
Trail 3 10 0 1.726 10 0 2.012
Trail 4 10 0 1.599 10 0 1.826
Trail 5 10 0 1.594 10 0 2.067
Average 10 0 1.689 10 0 1.978

n� 40

Trail 1 10 0 2.152 10 0 2.2
Trail 2 10 0 2.112 10 0 2.473
Trail 3 10 0 2.083 10 0 2.465
Trail 4 10 0 2.095 10 0 2.237
Trail 5 10 0 2.109 10 0 2.049
Average 10 0 2.110 10 0 2.285
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From the Pareto solution number finally obtained, all
experimental results meet the relation ONVG(NSDE) ≥
ONVG(MOTS), which means that more Pareto solutions
can be obtained by NSDE. (ere is only one experiment
that MOTS cannot obtain the same number of Pareto
solutions as NSDE. (is is because NSDE algorithm is

based on population evolution, the distribution of solu-
tions is wider, and the performance is more stable. From
the convergence indicator CM, column NSDE and column
MOTS, respectively, represent their dominated degree
over the other algorithm, i.e., C(NSDE, MOTS) and
C(MOTS, NSDE). (ere are 61/80 � 76.3% of the cases

Table 9: Comparison of experimental results between NSDE and MOTS (n� 60).

r
ONVG CM SM HV

Time (s)
NSDE MOTS NSDE MOTS NSDE MOTS NSDE MOTS

20

Trail 1 10 10 0.60 0.70 7.51 7.72 274 266 2.56
Trail 2 10 10 0.70 0.70 7.45 8.41 285 284 2.56
Trail 3 10 10 0.40 0.90 6.52 9.78 285 268 2.73
Trail 4 10 10 0.50 0.80 7.60 6.89 290 298 2.71
Trail 5 10 10 0.70 0.90 7.54 8.66 276 263 2.79
Trail 6 10 10 0.60 0.70 7.68 7.60 289 289 2.87
Trail 7 10 10 0.60 0.60 7.82 7.78 292 284 2.54
Trail 8 10 10 0.60 0.60 6.86 7.53 269 277 2.85
Trail 9 10 10 0.80 0.40 7.48 8.23 270 275 2.78
Trail 10 10 10 0.40 0.80 7.66 7.94 288 277 2.70
Average 10 10 0.59 0.71 7.41 8.05 281.8 278.1 2.71

30

Trail 1 10 10 0.80 0.50 8.46 9.07 404 409 3.10
Trail 2 10 10 0.90 0.50 9.58 9.66 398 406 2.96
Trail 3 10 10 0.70 0.50 9.19 8.16 414 445 3.05
Trail 4 10 10 0.50 0.80 8.91 11.43 418 400 2.85
Trail 5 10 10 0.80 0.40 7.98 7.08 389 490 2.99
Trail 6 10 10 0.50 0.70 9.21 11.54 447 425 3.12
Trail 7 10 10 0.70 0.50 9.03 9.37 405 413 2.91
Trail 8 10 10 0.80 0.40 7.96 9.89 400 405 2.76
Trail 9 10 10 0.80 0.40 8.37 7.51 418 497 2.83
Trail 10 10 10 0.70 0.60 9.24 9.49 413 409 3.03
Average 10 10 0.72 0.53 8.79 9.32 410.6 429.9 2.96

Table 10: Comparison of experimental results between NSDE and MOTS (n� 100).

r
ONVG CM SM HV

Time (s)
NSDE MOTS NSDE MOTS NSDE MOTS NSDE MOTS

20

Trail 1 10 10 0.60 0.70 7.56 8.38 293 288 4.62
Trail 2 10 10 0.90 0.40 7.48 9.79 287 309 4.18
Trail 3 10 10 0.70 0.70 7.59 8.66 283 287 4.20
Trail 4 10 10 0.70 0.70 7.54 8.78 289 294 4.59
Trail 5 10 10 0.70 0.60 7.75 9.23 299 304 4.53
Trail 6 10 10 0.80 0.50 7.86 9.59 282 296 4.26
Trail 7 10 10 0.80 0.40 7.11 7.37 280 324 4.10
Trail 8 10 10 0.80 0.50 7.64 9.23 294 301 4.08
Trail 9 10 10 0.70 0.60 7.67 8.20 298 300 4.46
Trail 10 10 10 0.50 0.70 7.37 7.70 295 286 4.27
Average 10 10 0.72 0.58 7.56 8.69 290 298.9 4.33

30

Trail 1 10 10 0.90 0.30 9.17 10.74 431 457 4.81
Trail 2 10 10 0.50 0.70 9.46 10.79 434 429 4.87
Trail 3 10 10 0.70 0.60 9.09 10.23 443 436 4.85
Trail 4 10 4 1.00 0.00 9.53 6.67 436 308 4.85
Trail 5 10 10 0.60 0.60 9.65 10.41 438 425 5.07
Trail 6 10 10 0.60 0.50 9.01 8.13 432 471 4.84
Trail 7 10 10 0.70 0.60 9.55 9.36 439 480 4.81
Trail 8 10 10 0.70 0.50 9.50 8.18 449 488 5.08
Trail 9 10 10 0.80 0.60 9.30 10.54 424 435 4.66
Trail 10 10 10 0.70 0.50 9.41 9.13 459 467 4.98
Average 10 9.4 0.72 0.49 9.37 9.42 438.5 439.6 4.88
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when C(NSDE, MOTS) ≥C(MOTS, NSDE), so the con-
vergence of the NSDE algorithm is better and more stable
than MOTS. From the distribution uniformity indicator
SM, there are 57/80 � 71.3% of cases when NSDE <MOTS,
so solutions of NSDE have better distribution uniformity
than MOTS. From the perspective of the comprehensive

evaluation index HV, i.e., a comprehensive measure of
convergence and distribution uniformity and universality
of the algorithm, the case of NSDE ≤MOTS is 23/
80 � 68.8%, indicating that the overall performance of
NSDE is better. (e novel encoding and decoding method
can eliminate the impact of duplicate paths to generate

Table 11: Comparison of experimental results between NSDE and MOTS (n� 140).

r
ONVG CM SM HV

Time (s)
NSDE MOTS NSDE MOTS NSDE MOTS NSDE MOTS

20

Trail 1 10 10 0.90 0.50 7.68 9.39 294 298 6.03
Trail 2 10 10 0.60 0.70 7.72 8.53 308 308 5.73
Trail 3 10 10 0.90 0.40 7.61 8.58 296 302 6.17
Trail 4 10 10 0.70 0.50 7.53 7.93 293 295 6.26
Trail 5 10 10 0.60 0.60 7.71 7.39 290 315 6.55
Trail 6 10 10 0.80 0.70 7.60 8.25 293 291 6.57
Trail 7 10 10 0.70 0.80 7.52 8.28 296 293 6.30
Trail 8 10 10 0.80 0.70 7.70 7.60 305 329 6.74
Trail 9 10 10 0.80 0.50 7.37 8.03 300 306 6.09
Trail 10 10 10 0.60 0.80 7.66 7.69 292 283 6.63
Average 10 10 0.74 0.62 7.61 8.17 296.7 302 6.31

30

Trail 1 10 10 0.70 0.50 9.28 9.19 448 497 6.65
Trail 2 10 10 0.80 0.40 9.43 10.81 454 459 6.66
Trail 3 10 10 0.70 0.50 9.65 9.55 449 480 6.67
Trail 4 10 10 0.60 0.50 9.20 9.33 443 468 6.99
Trail 5 10 10 0.50 0.80 9.53 10.52 450 445 7.43
Trail 6 10 10 0.80 0.70 9.38 9.69 439 436 6.95
Trail 7 10 10 0.50 0.80 9.30 9.93 460 440 7.06
Trail 8 10 10 0.90 0.20 9.63 10.73 447 486 7.05
Trail 9 10 10 0.90 0.40 9.08 8.10 446 511 6.66
Trail 10 10 10 0.80 0.50 9.44 10.18 447 463 6.76
Average 10 10 0.72 0.53 9.39 9.80 448.3 468.5 6.89

Table 12: Comparison of experimental results between NSDE and MOTS (n� 180).

r
ONVG CM SM HV

Time (s)
NSDE MOTS NSDE MOTS NSDE MOTS NSDE MOTS

20

Trail 1 10 10 0.70 0.50 7.80 8.31 303 309 8.77
Trail 2 10 10 0.90 0.50 7.89 7.93 298 302 7.61
Trail 3 10 10 0.80 0.50 7.59 6.55 305 348 8.95
Trail 4 10 10 0.70 0.70 7.89 8.41 301 312 8.86
Trail 5 10 10 0.90 0.40 7.70 7.10 296 338 8.02
Trail 6 10 10 1.00 0.80 7.77 6.34 300 336 9.95
Trail 7 10 10 0.60 0.80 7.71 8.51 298 297 8.50
Trail 8 10 10 0.80 0.60 7.71 5.39 298 360 9.16
Trail 9 10 10 0.60 0.70 7.75 7.03 303 315 9.77
Trail 10 10 10 0.80 0.50 7.74 7.75 298 320 9.45
Average 10 10 0.78 0.60 7.75 7.33 300.0 323.7 8.90

30

Trail 1 10 10 0.70 0.60 9.64 8.21 447 511 9.54
Trail 2 10 10 0.80 0.60 9.73 7.39 454 530 11.27
Trail 3 10 10 0.70 0.50 9.63 9.88 449 451 10.46
Trail 4 10 10 0.80 0.40 9.47 10.51 443 463 9.94
Trail 5 10 10 0.80 0.70 9.71 11.07 454 454 9.60
Trail 6 10 10 0.67 0.30 9.56 9.70 454 419 9.76
Trail 7 10 10 1.00 0.40 9.59 11.64 444 491 10.67
Trail 8 10 10 0.50 0.50 9.78 11.30 462 429 10.42
Trail 9 10 10 0.70 0.70 9.58 9.89 457 453 11.92
Trail 10 10 10 0.60 0.70 9.55 9.04 439 496 9.57
Average 10 10 0.73 0.54 9.62 9.86 450.3 469.7 10.31
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Figure 6: Comparison of average ONVG between NSDE and MOTS.
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Figure 7: Comparison of average CM between NSDE and MOTS.

n=60 n=100 n=140 n=180 n=60 n=100 n=140 n=180
r=20 r=30

SM

NSDE
MOTS

0.00

2.00

4.00

6.00

8.00

10.00

12.00

Figure 8: Comparison of average SM between NSDE and MOTS.
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Figure 9: Comparison of average HV between NSDE and MOTS.

Table 13: Orthogonal factor level table of the NSDE algorithm.

Factors Mutation coefficient Crossover coefficient Population size Maximum iteration
Level 1 0.1 0.1 50 100
Level 2 0.3 0.3 100 200
Level 3 0.5 0.5 150 300
Level 4 0.7 0.7 200 400
Level 5 0.9 0.9 250 500

Table 14: Orthogonal experimental design table of the NSDE algorithm.

Factors Mutation coefficient Crossover coefficient Maximum iterations Experimental result
Trail 1 0.1 0.1 50 100
Trail 2 0.1 0.3 100 200
Trail 3 0.1 0.5 150 300
Trail 4 0.1 0.7 200 400
Trail 5 0.1 0.9 250 500
Trail 6 0.3 0.1 100 300
Trail 7 0.3 0.3 150 400
Trail 8 0.3 0.5 200 500
Trail 9 0.3 0.7 250 100
Trail 10 0.3 0.9 50 200
Trail 11 0.5 0.1 150 500
Trail 12 0.5 0.3 200 100
Trail 13 0.5 0.5 250 200
Trail 14 0.5 0.7 50 300
Trail 15 0.5 0.9 100 400
Trail 16 0.7 0.1 200 200
Trail 17 0.7 0.3 250 300
Trail 18 0.7 0.5 50 400
Trail 19 0.7 0.7 100 500
Trail 20 0.7 0.9 150 100
Trail 21 0.9 0.1 250 400
Trail 22 0.9 0.3 50 500
Trail 23 0.9 0.5 100 100
Trail 24 0.9 0.7 150 200
Trail 25 0.9 0.9 200 300
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better Pareto solutions, avoid too many inferior indi-
viduals in the population, and then greatly reduce the
calculation time. According to the average level of the four
metrics in Figures 6–9, NSDE is superior to MOTS in most
cases. In general, NSDE performed well in all aspects,
proving the advantages of NSDE’s population-based
evolution mechanism and elite selection strategy.

5. Conclusions

(is paper studies the biobjective multi-AGV routing
problem in an automatic warehouse. In order to make use of
the greater advantages of a population-based intelligent
optimization algorithm in solving multi-objective optimi-
zation problems, a NSDE algorithm is designed. Firstly, a
novel encoding and decoding method is designed to elim-
inate the influence of repeated path, prevent too many bad
solutions, and save time. (en the fast nondominated
sorting method and elite selection strategy of NSGA-II are
introduced to improve the selection operation of differential
evolution algorithm, so that better individuals in the off-
spring population can be retained to continuously update
the Pareto solution set. Finally, the effectiveness of the al-
gorithm is proved by numerical experiment.

Some limitations of the study include as follows: When
the proposed NSDE algorithm runs at a late stage, the
population may be updated slowly sometimes. In this case,
future studies will consider the design of a population restart
strategy to further improve computing performance. Due to
the variability of practical problems, it will be continued to
study the following aspects in the future: for the multi-AGV
path optimization problem, the limited capacity of AGV
when the quality or volume of goods is large, and solution
method of the online state will be considered. In these cases,
the types of conflict may be more complex.

Appendix

A. Parameters setting for the NSDE algorithm

(e four factors that influence the performance of the NSDE
algorithm were tested. (e levels required to test for each
factor are presented in Table 13, and the orthogonal ex-
perimental design table is shown in Table 14. Each trail
included 10 random tests when n= 60, and the average HV
metric value of 10 random tests was recorded at column
experimental result. According to the valley point of the
main effect graph in Figure 10, the level of each factor is
determined as follows: mutation coefficient: 0.1, crossover
coefficient: 0.3, population size: 50, and maximum number
of iterations: 400.
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