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­e selection of in�uential predictor factors withmaximummodel accuracy is themain goal of the regression domain.­e present
study is conducted to integrate an innovative method, that is, “a hybrid of relaxed lasso and ridge regression,” with a logistic
regression model in the context of dichotomous factors. ­e e�cacy of the proposed approach is illustrated using both simulated
and real-life data.­e results suggested that HRLR-logistic selected the best subset compared to standard logistic, Lasso, and Ridge
regression. Based on the Akaike information criterion (3065.85) and the Bayesian information criterion (3151.46), the proposed
approach is proved to have the highest e�ciency for cesarean section data. In addition, the study identi�ed the elements that
contribute to the cesarean section in Pakistan. It is evidenced that woman’s literacy level (β� 0.5828), place of delivery
(β� 0.8990), availability of nurse as an assistant (β� 0.7370), and care during the �rst two days of delivery (β� 0.7837) are
remarkable factors associated with cesarean section.

1. Introduction

Regression models play a vital role in establishing the as-
sociation between the response and predictor factors to help
forecast the outcome. ­e regression models have diverse
applications in several scienti�c areas, including public
health, genetics, clinical medicine, chemometrics, and bio-
informatics. ­e most important phase of model building is
the selection of signi�cant factors, especially in the case of
big data. Factor selection methods facilitate the user to
choose the most in�uential factors by removing irrelevant or
redundant ones to provide an optimal model with the
highest e�ciency. Due to advancements in research, big data
is introduced in almost every �eld of science, which is
di�cult to model e�ciently using traditional techniques.
Consequently, factor selection has become a matter of in-
terest to improve the accuracy of the predictive model by
choosing the signi�cant factors, especially in public health.
­e main targets of factor selection methods are to improve

interpretability, reduce noise, enhance model prediction
performance, and accelerate modeling time (Aslam et al. [1];
Mehmood et al. [2]).

Regarding public health, an important subject is issues
related to women’s health, e.g., cesarean section (CS) and its
risk factors. Globally, rising CS rates have caused general
populace specialists to analyze medical and nonmedical
factors that have contributed to this rise (Ghosh [3]).
Perinatal concerns are regarded as valid medical causes for
cesarean section, including dystocia, previous cesarean
section, fetal distress, breach births, postterm pregnancy,
multiple pregnancies, and hypertensive illness (ElArdat et al.
[4]). ­e mother’s age, socioeconomic status, schooling,
career, and domicile have all been proven to be substantially
connected to the style of delivery (Nilsen et al. [5]; Sadiq et al.
[6]). Concerning the signs for performing CS, no standard
characterization techniques exist, and they can be various or
related. However, these di�culties, disconnecting the most
well-known signs for CS method of delivery, are a key to
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targeting preventive methodologies. Precisely perceiving
signs related to maternal or fetal demise can assist with
bringing down mortality. Understanding the effect of dif-
ferent elements on the choice with regards to the CS is
fundamental. Hence, this study is expected to survey the
greatness and elements related to the cesarean section in
Pakistan using advanced and efficient factor selection
methods. Bivariate and multivariate strategic relapse ex-
aminations were generally applied to survey factors adding
to Cesarean delivery.

Logistic regression (LR) is a classification approach to
examine the relationship among dichotomous factors and
find the optimal model. Logistic regression assumes inde-
pendence of observations, linearity of explanatory factors
and log odds, and no or little multicollinearity among
predictors. ,e logistic model can interpret regression es-
timates as an indicator of the importance of factors. Let Y

represent binary response and let X be a (n∗p) matrix of
covariates, and then the LR model takes its form. Suppose
that the response Yi and the (n∗p) matrix of predictors X
are dichotomous, and then, the binary LR model is

ln
Y

1 − Y
􏼒 􏼓 � α + βX + ϵ, (1)

where α is the intercept, β is the P∗ 1 vector of unknown
regression estimates, ϵ is theP∗ 1 vector of residuals, and the
mathematical expression (Y/1 − Y) denotes an odds ratio.
,e regression modeling is based on the estimation of
unknown coefficients β′s. Several approaches have been
introduced in the context of binary classification to estimate
β’s and hence to select influential factors based on these
coefficients estimates. ,e forward selection method and
backward elimination method are the most popular tradi-
tional factor selection techniques for LR.

,e advanced factor selection methods include least ab-
solute shrinkage and selection operator (lasso) (Tibshirani [7]);
elastic net regularization (Zou and Hastie [8]); relaxed lasso
(Meinshausen [9]); and ridge regression (Hoerl and Kennard
[10]). Recently, Pelawa Watagoda et al. [11] proposed an ML-
based regularization and variable selection method called
Hybrid of Relaxed Lasso regularization and Ridge regression
(HRLR) for quantitative response in the context of a linear
regression model. ,e study demonstrated that the proposed
HRLR method provides an optimal model compared to lasso
and relaxed lasso for high-dimensional data. ,e proposed
technique is the combination of properties of relaxed lasso and
ridge regression. A more efficient approach, namely, Hybrid of
Relaxed Lasso and Ridge Regression coupled with Logistic
model (HRLR-Logistic), is proposed as the optimal method for
classification approach adopted from ML technique.

,e formal statements of the problem are as follows:

(1) to introduce a more efficient factor selection method
for a dichotomous response;

(2) to compare the proposed method with standard
methods using simulated and real data set;

(3) to determine the significant risk factors for cesarean
section (CS) in Pakistan.

2. Materials and Methods

,is study used three standard reference methods, namely,
standard logistic regression model coupled with forward
selection method, lasso regression, and ridge regression, to
compare with machine learning-based proposed method,
namely, HRLR-logistic.

2.1. Logistic Regression Model. ,e baseline logistic regres-
sion model has the form

ln
Y

1 − Y
􏼒 􏼓 � a + Xb, (2)

where Y is a binary response, andX is a matrix of predictors.
,e parameters of the model are a and b, where a is the
intercept from the regression equation, b is the set of esti-
mates, and Y/1 − Y is the odds ratio.

,e logistic regression model is used as a baseline
classification method. ,e stepwise forward variable selec-
tion technique is the most commonly used classical ap-
proach in the context of logistic regression and hence is
called standard logistic. It starts without considering any
predictor variable in the model and gradually adds them in
each subsequent step. At each phase, one factor that has been
excluded from the model is reexamined for inclusion in the
model. When an excluded factor is introduced to the model,
a certain test statistic is calculated. Firstly, the most crucial
variable is inserted, and then, the model was refitted using
this variable. ,is approach is repeated until there are no
more significant variables (Hosmer et al. [12]).

2.2. LassoRegression. ,e lasso proposed by Tibshirani [7] is
an appealing regularization approach for multiscale re-
gression. ,e coefficients of lasso βL � 􏽐

p
j�1 |βj| minimize

􏽘

n

i�1
yi − 􏽢yi( 􏼁

2
+ λ􏽘

p

j�1
βj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (3)

,ere are various advantages and disadvantages of the
lasso method. Firstly, it involves variable selection by setting
specific coefficients to zero. Secondly, it employs systematic
algorithmic computations. Regarding limitations, lasso’s
convergence is relatively low for p≫ n and it produces poor
coefficient estimates when the data set comprises strongly
correlated predictors (Tibshirani (1996b)).

2.3. Ridge Regression. ,e ridge regression coefficient esti-
mates denoted by βR � 􏽐

p
j�1 β

2
j are given as

βR � X
t
X + λI􏼐 􏼑

− 1
X

t
y􏼐 􏼑. (4)

,e βR minimizes the expression as

􏽘

n

i�1
yi − 􏽢yi( 􏼁

2
+ λ􏽘

p

j�1
β2j � RSS + λ􏽘

p

j�1
β2j , (5)
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where λ> 0 is the calibrating criterion.,e shrinking penalty
is λ􏽐

p
j�1 β

2
j . All p predictors are included in the final model

employing ridge regression (Hoerl and Kennard [13]).

2.4. Hybrid of Relaxed Lasso and Ridge Regression (HRLR).
A hybrid of Relaxed Lasso and Ridge regression (HRLR) is a
new regularization and variable selection technique pro-
posed by Pelawa Watagoda et al. [11]. ,is method used the
characteristics of ridge regression and relaxed lasso.

HRLR-logistic estimator can be defined for λ1 ∈ [0,∞) ,
λ2 ∈ [0,∞) and Φ ∈ (0, 1] as

􏽢β
λ1 ,λ2 ,Φ

� argminβn
− 1

􏽘

n

i�1
Yi − X

T
i β · 1M􏼐 􏼑

2

+Φλ1 β1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 + λ2 β · 1Mλ1

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌2
.

(6)

,e Mλ1 is the characteristic function on the collection of
variables M⊆ 1, . . . , p􏼈 􏼉 in case for every k ∈ 1, . . . , P{ } and

β · 1Mλ1
�

0, k ∉Mλ1,

βk, k ∈Mλ1.

⎧⎨

⎩ (7)

HRLR estimator is a two-step process: firstly, the ridge
regression coefficients for each fixed λ2 are determined, and
secondly, the relaxed lasso-type shrinkage is estimated along
the solution paths for the relaxed lasso coefficient (Φ and λ1).
,e general scheme of factor selection techniques used in
this study is presented in Figure 1.

2.5. Data Simulation. ,e simulated data is generated from
binomial distribution using the following probabilities of
success p � 0.5, 0.6, 0.7, 0.8, 0.9. A dichotomous response
having 100 predictors with 5000 observations is generated to
compare the performance of standard-Logistic, lasso, and
ridge with the proposed method HRLR. R-software is used
for the generation of simulated data.

2.6. Real Dataset. ,e data originated from the Pakistan
Demographic and Health Survey (PDHS) 2017-2018, con-
ducted by the National Institute of Population Studies
(NIPS) through the Ministry of National Health Services,
Regulations and Coordination, Pakistan.

,e Pakistan Demographic and Health Survey (PDHS)
2017-18 is the fourth in the international series of Demo-
graphic and Health Surveys (DHS).,e National Institute of
Population Studies (NIPS), a prime research institution in
population and development specialty, accomplished the
PDHS with technical cooperation from the International
Classification of Functioning, Disability, and Health (ICF) as
well as the Pakistan Bureau of Statistics (PBS) and financial
aid from the United States Agency for International De-
velopment (USAID).

,e 2017-18 PDHS had a broad goal of gathering high-
quality data on fertility rates and preferences, contraception
use, mother and infant health, neonatal mortality, immu-
nization, dietary patterns of mothers and children, disability,
relocation, women’s empowerment, domestic abuse, HIV/

AIDS awareness, and other health-related issues. ,e de-
livery method is taken as the binary response variable with
two categories; cesarean section (CS) and vaginal delivery
having 1115 and 2230 observations, respectively, and 112
categorical predictors with complete information are ini-
tially included in this study.

3. Results

For model comparison, three standard regression models
and a proposed approach are executed over a simulated and
real data set.

3.1. Model Comparison Based on Simulation Data. ,e
HRLR technique is introduced for continuous response in
terms of linear regression. In this study, the HRLR approach
is integrated with logistic regression to assess the efficiency
of this proposed method in terms of binary response. An
outcome variable following binomial distribution with
success probabilities ranging from 0.3 to 0.9 is generated
with 100 variables having 5000 observations. Table 1 pres-
ents the efficiency comparison of four methods based on
AIC, BIC, and the number of significant variables. ,e
standard-logistic method picked out the maximum number
of predictors, and the HRLR approach selected the least
number of influential variables.

Figure 2 shows the accuracy comparison of HRLR with
standard-Logistic regression, lasso regression, and ridge
regression based on AIC and BIC. ,e visual display
demonstrated that the AIC measure of HRLR-logistic is <
AIC of lasso < AIC of ridge regression < AIC of standard
logistic. ,e results presented that HRLR-logistic is the
optimal variable selection method for the simulated data set.

3.2. Model Comparison Based on Real Data Set. Initially, 112
predictors with a total of 3345 observations are included in
this study. After the data cleaning process, 89 independent
variables are left for further analysis. ,e basic assumptions
of logistic regression were checked before model execution.
,e data consisted of a sufficiently large sample size for
modeling logistic regression. To detect the independence of
error terms, binned plot showed the average residual and
fitted value for each bin in Figure 3 and exhibited the in-
dependence of error terms.,e presence of multicollinearity
is examined by the correlation plot presented in Figure 3.
,e strength and intensity of colors showed the strength of
correlation among predictors. ,e plot exhibited that 18
predictors are highly correlated and, hence, eliminated from
the data set. After removing highly correlated variables, 71
predictors are included in the final analysis of logistic
modeling.

,e upper and lower lines inside the boundary of Fig-
ure 3 represented ±0.10 standard-error bounds, within
which approximately 90% of the binned residuals are ex-
pected to fall. Residual’s spread is represented by inner
points.

,e pattern of residuals shows independence as the
points fall inside the 90% confidence bands. Also, the

Mathematical Problems in Engineering 3



residual’s points depict the dissociated and arbitrary func-
tioning of residuals. Figure 3 shows that the residual terms
are distributed independently and randomly.

,e correlations between the predictors are examined by
using a correlation map and shown in Figure 4(a). ,e
correlation map showed positive associations by red dots
and negative relations by blue dots. ,e size of the dots
reflects the magnitude of the correlation. ,e intensity of
dots reflects the strength of association between predictors.
A high correlation (> 0.7) between 14 predictors is ob-
served, and the presence of multicollinearity is identified. A
commonly suggested and convenient measure is to remove

highly correlated variables. After removing highly correlated
predictors, Figure 4(b) represents the correlation map
having uncorrelated and less correlated variables.

,ree reference methods including standard-Logistic
regression, Ridge Regression, Lasso Regression are
employed to measure the accuracy comparison of the
proposed HRLR method based on AIC, BIC, and the
number of selected variables. Table 2 shows the performance
comparison of all four models demonstrating the highest
performance of the proposed HRLR method compared to
the standard Logistic, Ridge, and Lasso Regression method.
,e results indicated that the HRLR approach selected the
least number of variables with the highest performance
efficiency and the Standard-logistic method picked out 25
influential predictors with the lowest performance. ,e
Lasso and Ridge regression methods showed lower efficiency
compared to the proposed HRLR algorithm and higher
efficiency compared to Standard-logistic regression.

Based on AIC and BIC, the efficiency comparison pre-
sented in Figure 5 signalized the preference of the HRLR

Table 1: Comparison of models over simulated data.

Methods Number of variables AIC BIC
Standard-logistic 35 6257.29 6915.26
HRLR 18 6153.9 6277.74
Lasso 24 6161.14 6324.07
Ridge 26 6255.38 6907.1

Selection of
factors in

the primary
data set.

Step 1
by Literature Review

by clinical facts

Consultating with the experts

Applying
suitable factor

selection
methods.

Step 2
Standard-Logistic

Hybrid of Ridge and Relaxed-Lasso

Lasso Regression

Ridge Regression

Model
assesment

Criteria

Step 3
AIC

BIC

Figure 1: Factor selection procedure.
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Figure 2: Comparison of models over simulated data. (a) AIC. (b) BIC.
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Figure 4: Correlation plots for predictors. (a) Before removal of multicollinearity. (b) After removal of multicollinearity.
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method as the optimal variable selection method for the
observed data set with a dichotomous response. ,e HRLR
method is finally used for the selection of influential pre-
dictors of cesarean section delivery and presented in Table 3.
,e remarkable selected factors of the cesarean section in-
cluded a source of drinking water, literacy, wealth index
combined, frequency of watching television and using the
Internet, age of respondents at first birth, marriage to the
first birth interval, assistance nurse, number of antenatal
visits during pregnancy, place of delivery, blood sampled
taken during pregnancy, health provider measuring tem-
perature during first two days, and whether ever been tested
for hepatitis B or C. All 14 variables designate positive
coefficients that mean that they will increase log-odds of CS
delivery in Pakistan.

,e log probability of CS increased by 0.12991 and
0.5828 units for every unit change in the source of drinking
water and literacy, respectively. Similarly, one unit change in
frequency of watching television and frequency of using the
Internet caused 0.06901 and 0.02130 units change in log-
odds of CS, respectively. One unit increase in wealth index,
marriage to the first birth interval, place of delivery, and
testing for Hepatitis B or C resulted in an increase of log-
odds by 0.10781, 0.2357, 0.8990, and 0.25367 units,
respectively.

Figure 6 represents the coefficient estimates of selected
variables for the Standard-logistic, Lasso, ridge, and HRLR-
Logistic model. ,e visual display showed the difference
between the strength of association of CS with predictors.
Only Standard-logistic and HRLR-logistic showed a sig-
nificant association of CS with the source of drinking water.
,e literacy level of women showed a higher influence on CS
regarding Standard-logistic while lasso and Ridge regression
demonstrated amoderate relationship of women’s education

level with CS delivery of mode. Frequency of watching
television, frequency of using Internet last month, marriage
to the first birth interval, births in last three years, assisted by
a nurse, number of antenatal visits during pregnancy, during
first two days health provider took care, and whether ever
been tested for Hepatitis B or C are the significant predictors
identified by HRLR-logistic method only. ,e factors in-
cluding wealth index, age of respondent at first birth, place of
delivery, and a blood sample taken during pregnancy are
identified as important by Lasso, ridge, and HRLR-Logistic
regression, but not by Standard-logistic regression. ,e
difference in identified factors by all four methods dem-
onstrated that the selected predictors influence the efficiency
of the corresponding method.
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Figure 5: Comparison of models over cesarean section data. (a) AIC. (b) BIC.

Table 3: Regression coefficient estimates of finally fitted HRLR-
Logistic selection method to select important factors of cesarean
section.

Selected factor Estimate
Source of drinking water 0.12991
Woman’s literacy level 0.5828
Frequency of watching television 0.06901
Frequency of using Internet last month 0.02130
Wealth index 0.10781
Age of respondent at first birth 0.4756
Marriage to first birth interval 0.2357
Births in last three years 0.5936
Assistance: Nurse 0.7370
Number of antenatal visits during pregnancy 0.3729
Place of delivery 0.8990
During pregnancy: blood sample taken 0.6383
During first two days health provider took care 0.7837
Ever been tested for hepatitis B or C 0.25367

Table 2: Comparison of models by using cesarean data.

Methods Number of variables AIC BIC
Standard-logistic 25 3786.268 3945.264
Lasso 23 3207.284 3354.05
Ridge 35 3203.226 3423.374
HRLR 14 3065.851 3151.464
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4. Discussion

,e intrusion of CS into developing countries, where infant
and maternal mortality and morbidity rates are high, is
pivotal. However, Pakistan’s prevalence of CS exceedsWHO
standards, implying that Pakistan is a sect of a global mania
of nonmedical CS, and these may be more readily accepted
in private health facilities in the country than in public ones.

,e ambition of the present study included a finding of
the most optimal variable selection statistical method as well
as the determination of the factors contributing to CS in
Pakistan. ,is was achieved by using the most recent ma-
chine learning technique proposed by a combination of
relaxed lasso and ridge regression (HRLR-logistic). ,e
performance of the models is tested by using simulated as
well as real-life data of CS based on AIC and BIC. For
comparison of models, the maternal data from the Pakistan
Demographic andHealth Surveys (PDHS) from 2018 to 2019
is utilized. ,e results suggested that the HRLR-logistic
picked 14 highly significant variables in association with CS
from a total of 71 predictors. ,e results evidenced that
HRLR-logistic is the most efficient and effective variable
selection technique as compared to the standard logistic,
lasso, and Ridge method. ,ese results were in good
agreement with another study that reported HRLR, the best-
fitted method for variable selection.

As reported in the current study, maternal age was the
foremost commonly utilized variable in previous CS pre-
diction models, with positive coefficients in all studies
(Burke et al. [14]; Janssen et al. [15]; Souza et al. [16]).
Medically, women in their thirties and beyond are more
likely to have a CS. Fetal distress, stress, exhaustion, and
managing the risks of mortality and morbidity for both
mother and child are the most common causes of CS in
advanced maternal age. ,e number of antenatal visits, the
type of dai/traditional/nurse assistance, and the health
provider during the first two days are all linked to deter-
mining the CS group in the present study. Several studies

have reported the correlation of CS to prenatal care, facil-
ities, and antenatal visits (Sadiq et al. [17]). Factors like the
age of mother at 1st birth, previous birth interval, and
terminated pregnancy were reported to be linked with CS in
the present analysis, and these findings were concurring with
the results obtained from previous studies that evaluated the
association between the CS ratio and terminated previous
pregnancies, maternal age, and birth intervals (Edmonds
et al. [18]).

A noteworthy relationship between CS and literacy,
wealth index, andmarriage to the birth interval was observed
in the current study. Prior studies have shown that the CS
rates are influenced by a parent’s educational level, wealth
index, and birth interval (Yaya et al. [19]). Because education
is correlated to women’s empowerment, women with higher
education can take decisions about whether or not to have a
C-section. High education, on the other hand, is not always
linked to increased risk of a C-section probably because
highly educated ladies are aware of the prospect of needless
C-sections, because education gives awareness about health-
promoting acts.

Furthermore, women who lived in the highest quantiles
of wealth (richer and richest) had a higher probability of
labor in a hospital than at home. In the present study, the
factor being tested for hepatitis B or C was found to be highly
significant in association with the CS group.

5. Conclusions

,e present study proposed a more efficient machine
learning variable selection technique, a hybrid of relaxed
lasso, and ridge regression (HRLR) for dichotomous re-
sponse in the context of the logistic model. ,e HRLR in-
tegrated with logistic regression is proved to be optimum
compared to Standard-Logistic regression, Ridge Regres-
sion, and Lasso Regression for simulated and real data of CS.
Hence, the HRLR approach is recommended as a more
efficient variable selection modeling strategy for binary

Source of drinking water
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Frequency of watching television
Frequency of using internet last month

Wealth index combined
Age of respondent at first birth
Marriage to first birth interval

Births in last three years
Assistance nurse

Number of antenatal visits
Place of delivery

During pregnancy blood sample taken
During first two days health provider took care

Ever been tested for hepatitis B or C

Models

0.0 0.5 1.0
Estimate

1.5

Standard_Logistic
HRLR_Logistic

Lasso
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Figure 6: Regression estimates.
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variables. ,is technique is found to be more likely to
remove highly correlated variables with greater efficiency.
,e analysis of the CS data set illustrated the fitness of the
proposed method with real-world problems. Lastly, HRLR-
logistic is the most efficient and appropriate variable se-
lection technique.

Data Availability

,e data are available at https://dhsprogram.com/data.

Additional Points

Factor subset selection is a matter of high concern and an
essential step in the modeling approach across all scientific
fields regarding big data analysis. Several factor selection
methods including forward and backward elimination, lasso,
ridge, and relaxed lasso are broadly implemented.,is study
used “A Hybrid of Relaxed Lasso and Ridge Regression
(HRLR)”, which is developed by coupling the properties of
relaxed lasso and ridge regression in the context of di-
chotomous factors. ,is method provided a factor selection
method for the logistic model with higher performance. ,e
practitioners may develop logistic models integrated with
the HRLR method, by using the mathematical computations
provided in this article.
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