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The automatic classification of document data will occupy an increasingly important position in digital libraries. Generally, the kernel method based on support vector machine is used to classify literature data on the standard test set, which has some shortcomings. In order to solve these problems, vocabulary expansion is used to preprocess the document vector to obtain a small but precise, orthogonal, and unambiguous new document vector; the document vector is sorted according to semantics to improve the access and calculation speed; the document is mapped to Lz with the help of wavelet kernel space for document classification. This paper analyzes the existing continuous attribute discretization methods in detail, discusses how to reduce the loss of information in the discretization process, and proposes a low-frequency discretization (LFD) algorithm based on the attribute low-frequency region. This method effectively reduces data loss by setting the segmentation point in the attribute interval with lower frequency, and through the research and analysis of the existing association rule mining algorithm, this paper combines low-frequency discretization, weighted multiple minimum support, and full confidence, and a weighted multiple minimum support association rule mining algorithm based on low-frequency discretization (WM-SamplingHT) is proposed. The algorithm first uses the low-frequency discretization algorithm to discretize the continuous attributes, then sets the respective weights and minimum support for the data items when mining frequent itemsets, removes the false patterns through the full confidence, and then obtains cleaner frequent itemsets. Using the real classification data of China Academic Journals Network, it is verified from the perspectives of abstract information and full-text documents. The results show that this method is superior to the nuclear method and has certain theoretical research and practical applications.

1. Introduction

In the age of scientific and technological information, with the rapid development of computer technology and the widespread application of large databases, information has shown explosive growth [1]. With the emergence of massive amounts of information, problems such as information overload, difficulty in distinguishing between true and false information, and the inability to guarantee information security have made it very difficult to process information. “Information is rich, knowledge is lacking” has become a research hotspot in data mining and related fields [2]. Data mining is to analyze a large amount of data, dig out potential and valuable information from it, and then use it to provide guidance for people’s study and life. Data mining integrates knowledge in many fields such as data warehouse [3], machine learning, distributed computing [4], algorithm analysis, statistics, information retrieval [5], and artificial intelligence.

The ever-developing digital library (DLa), with its new digital media form, has greatly enriched the types and quantity of digital objects [6]. At the same time, in the broader digital protection (DP) and information life cycle management, the indexing and classification of these digital objects have become a part of access management and data. In recent years, researchers have used machine learning (ML) to assist certain regular circulation services of digital libraries, which has produced certain effects. These applications mainly include extracting image content from pictures of scientific and technological literature for
classification [7]; automatically assessing the resource quality of educational digital libraries [8] and characterizing their characteristics; assessing the quality of scientific and technological conferences [9]; web-based collection development; using support vector machines (SVM) automatically extracting document metadata; automatically extracting titles from general documents; constructing the information architecture of the digital library; eliminating duplicate documents; collaborative filtering and vocabulary classification for automatic expansion of domain-specific vocabulary; generation of visual thesaurus and documents semantic markup [10].

With the gradual expansion of the scale of digital libraries, automatic document classification (TAC) has become more and more important and will occupy an increasingly important position in digital libraries [11–13]. In this field, the current foreign research uses support vector machines (SVM) to conduct experimental analysis on the standard test set. Domestic research on the automatic classification of documents began in 1985. After more than 20 years of development, some important progress has been made successively, such as algorithm research, construction of knowledge bases, development of automatic classification systems for Chinese documents, and automatic Chinese documents based on “Chinese Library Classification” [14, 15]. Classification was conducted through an automatic classification method of Chinese documents based on N-Gram technology and research on automatic classification of scientific and technological documents based on SVM (support vector machine) and KNN algorithm. The shortcomings of the above research are mainly manifested in the following. (i) The traditional SVM classification method has the defects of the large scale of document vector, non-orthogonal and ambiguous kernel function, and time-consuming calculation of reproducibility. (ii) The standard test set is only the accumulation of several documents. Rather than the real database of the digital library, the experimental results are not convincing [16]. In order to solve these problems, firstly use semantic smoothing kernel and vocabulary expansion to preprocess the document vector, then use semantic sorting to increase the calculation speed, and finally use the wavelet kernel to classify documents in space. In order to verify the effect of the algorithm, we use the classified digital documents of the China Academic Journals Network for testing. Part of these classified documents is used to train algorithms and indexing rules, and the other part is used to test the learning effect of algorithms. The results show that compared with the traditional support vector machine method, the new method based on wavelet analysis has better results, and in the case of insufficient literature, it still has a strong learning function.

Association rule mining combines knowledge in many related fields such as computational linguistics [17], mathematical statistics [18], machine learning, and information retrieval, and then it effectively discovers the process of potentially useful information from massive data. The association rule mining process has gone through three stages from the initial database providing the original data to the user obtaining valuable knowledge from the database, namely, data preprocessing, association rule mining, and association rule evaluation, as shown in Figure 1.

The main research content of this paper has two points: a weighted multiple minimum support association rule mining algorithm based on low-frequency discretization. Since most data has numerical attributes, nowadays, data mining technology has developed, but many data mining methods still cannot handle numerical attributes. Therefore, in the field of data mining, the discretization of continuous attributes has gradually become a crucial issue. Important preparatory work and the loss of information in the discretization process have a direct impact on the quality of data mining. Although many existing continuous attribute discretization algorithms have their characteristics and advantages and disadvantages, most of them require users to define their assumptions. Therefore, these algorithms are more or less subject to various restrictions, and there are many data lost. Therefore, the first part of this article mainly studies the use of low-frequency discretization technology to discretize continuous attributes, thereby improving the accuracy of discretization and effectively reducing data loss. Because the importance of data in real life is not the same, to solve this problem and reduce the loss of information in the process of discretization of continuous attributes, this paper proposes multiple minimum support weighted association rule mining algorithm based on low-frequency discretization. The algorithm first uses the low-frequency discretization algorithm to discretize continuous attributes, then allows users to set their minimum support for data items in the database, and allows users to set corresponding weights for records with different importance, thereby effectively solving the problem of uneven distribution frequency of each data item when setting the unified support degree due to the different importance of each data item to the user, and through the full confidence, it removes the cross mode among them and then obtains clean frequent itemsets which are also easy to find more interesting rules.

This paper analyzes the existing continuous attribute discretization methods in detail, discusses how to reduce the loss of information in the discretization process, and proposes a novel low-frequency discretization algorithm (LFU/D) based on the attribute low-frequency region which provides promising results that improve the relevant algorithms' performance in terms of classification accuracy. The organization structure of this article is described in detail as follows. Section 1 is related to the research background. Section 2 briefly outlines how to conduct data mining and then introduces the association rule theory and Bayesian classification methods in detail. Section 3 is a new algorithm for the discretization of continuous attributes. Section 4 is the experimental results and analysis. Section 5 presents the summary and conclusion.

2. Research Background

2.1. Association Rule Theory. As an important data mining method, association rules represent rules that have a certain relationship between different items in the database. Since the association rules were proposed in 1993, people have
paid more and more attention to their mining and continue to expand the related fields [19]. When traditional algorithms mine frequent itemsets, all they get are hidden frequent itemsets. However, when the data set is dense, or the minimum support set by the user is too small, it will lead to the generation of a large number of frequent itemsets, which not only increases the difficulty of mining frequent itemsets, but also makes the mining results difficult to understand. At the same time, it also makes it more difficult to quickly find valuable information in the mining results. Therefore, people find ways to reduce the number of frequent itemsets generated in this situation, thereby reducing the redundant information of frequent patterns. From the current point of view, mining frequent closed itemsets and mining extremely frequent itemsets are both widely used [20]. The closed itemset in the data set means that the direct superset of the itemset does not have the same support count as it. Among them, similar to frequent itemsets, frequent closed itemsets refer to itemsets whose support is equal to or greater than the minimum support threshold in the closed itemsets [21]. The extremely frequent itemset refers to all itemsets in the frequent itemset that satisfy the direct superset and are not frequent.

In relatively dense data sets, long-frequent patterns often contain valuable information. Therefore, to dig out this potentially valuable information, it is usually possible to find the potentially extremely frequent itemsets in the data set. Among them, frequent itemsets without supersets are extremely frequent itemsets. Since the number of frequent closed itemsets is generally much greater than the number of maximum frequent itemsets, the maximum frequent itemsets can be used to effectively reduce the scale of the solution. This is helpful for users to quickly discover long-frequent patterns, and an effective understanding of long-frequent patterns has far-reaching significance.

2.2. Bayesian Methods. The Bayesian classification algorithm is a classification algorithm based on Bayes’ theorem [22]. The algorithm uses posterior probability to represent the classification situation and predicts the class attribution of each target transaction through the obtained probability. An important concept in Bayesian classification is conditional probability. If both X and Y are random events, and the probability of Y always satisfies \( P(Y) > 0 \), then, under the premise that Y occurs, the probability of X occurring is

\[
P(X|Y) = \frac{P(XY)}{P(Y)}. \tag{1}
\]

The probability of event X and event Y occurring at the same time is called the joint probability of X and Y and is labeled \( P(XY) \):

\[
P(XY) = P(x|Y) \cdot P(y). \tag{2}
\]

A joint probability is still applicable in multiple events:

\[
P(XY) = P(x|Y1) \cdot P(y1) + P(x|Y2) \cdot P(y2) + \cdots + P(x|Yn) \cdot P(yn). \tag{3}
\]

When it is known that event A and event B occur at the same time, the probability of event h is usually different from that of event A. However, there is a certain relationship between these two probabilities, and Bayes’ theorem is used to describe this relationship. Bayes’ theorem is a common method for calculating probability. It is generally believed that the probability of an event is directly related to whether the event occurs or not; that is, whether an event occurs is related to the probability of occurrence in the prior distribution. Suppose the probability of occurrence of event A is denoted as \( P(A) \), we usually call it the prior probability; when we know that event A has occurred, the probability of occurrence of event B is denoted as \( P \), which we call posterior probability.

\[
P(b|a) = \frac{P(b|a)P(a|b)}{P(a)}. \tag{4}
\]

The structure diagram of the Naive Bayes Classifier (NBC) is shown in the figure, where the root node represents the category and the leaf node represents the attribute. When an object is classified using the NBC model, first calculate the prior probability of each attribute, and then use the Bayesian formula to obtain the posterior probability of each attribute, and then you can determine which category the object belongs to, that is, the category with the largest posterior probability [23]. The structure of NBC is shown in Figure 2.

The naive Bayes classification model assumes that each attribute is independent of each other; that is, when there is a given category, it is assumed that the attributes are independent of each other so that the joint probability as shown in the formula can be obtained:

\[ P(X|Y) = \frac{P(XY)}{P(Y)}. \]
Then, priority can be expressed as
\[ \omega_i^{(i)} = P(Z_i | X_i^{(i)}) \]  

2.3. Continuous and Discrete Attributes of Data. Discrete random variables and continuous random variables are determined by their value range or value form [24]. The value of the variable can only take the discrete natural number which is the discrete random variable; if the variable can take any real number in any certain interval, that is, the value of the variable can be continuous, such a random variable is called a continuous random variable. The field of data mining generally divides data into discrete data and continuous data. Among them, discrete data generally has an infinite number or a finite number of values, which can be described by language or represented by a small number of discrete values [25], for example, gender. Continuous data usually describes some measurable properties of the object and is generally represented by continuous intervals, for example, length. Generally speaking, in the database, there are not only continuous data but also discrete data.

The task of data discretization is to divide the specific value range of the entire value attribute into multiple independent subregions that do not cross each other by setting the split point. The obtained intervals are all discrete and use different values for these intervals or different symbols to represent [26]. Therefore, on wood, the discretization of continuous attributes is the process of dividing the continuous attribute space into multiple intervals with a certain dividing point because most of the data in the database under actual conditions are mixed data of continuous attributes and discrete attributes [27]. Moreover, under normal circumstances, the value range of continuous attributes is large, so there is no way to provide a unified discretization algorithm measurement index for all continuous attributes, but there are some principles that must be followed in the process of discretization of continuous attributes. Therefore, the discretization effect of the continuous attribute discretization algorithm can be simply and intuitively measured from the following aspects.

(i) Simplicity: If the spatial scale of the attributes is reduced by discretizing continuous attributes, that is, the number of division points and intervals is correspondingly reduced, then the discretization algorithm is relatively simple.

(ii) Consistency: Data sets with continuous attributes are usually consistent. If the discretization is successful, the generated discrete data set is also consistent with the original continuous attributes. Anyway, if the discretization is unsuccessful, a data set inconsistent with the original continuous attributes will be generated. At this time, information loss will occur. If the data set can be regarded as a simple information system, then the system should maintain consistency before and after discretization; that is, before and after discretization, the information system should have the same classification capabilities. The consistency level is usually used as a measure of consistency; that is, the discretization of continuous attributes should ensure that the data consistency level is not much different.

This section first introduces the process of data mining, then focuses on the related theories of association rules and classic association rule mining algorithms, and then
introduces the relevant theories of Bayesian classification and common Bayesian classification methods. In addition, this section also introduces the relevant knowledge of discretization of continuous attributes, including discretization tasks and evaluation criteria.

3. Weighted Multiple Minimum Support Association Rule Mining Algorithm Based on Low-Frequency Discretization

Association rule mining algorithm is an important branch of data mining, and the key to mining association rules lies in the mining of frequent itemsets [28]. In real life, people usually set different degrees of support for items with different occurrence probabilities according to their needs in order to obtain association rules that are useful to them. In practical applications, for example, stores may be more concerned about the sales of products with higher profits. Therefore, the products are weighted in a certain order so that people can obtain more valuable information [29]. However, in the related research of many scholars, few studies consider both the minimum support and attribute weight. Although many existing continuous attribute discretization algorithms have their characteristics, advantages, and disadvantages, most of them require users to define their assumptions or are based on various assumptions. Therefore, these algorithms are more or less affected by various assumptions, a kind of restriction. Moreover, the algorithm does not distinguish between high-frequency attributes and low-frequency attributes, resulting in a large amount of data loss. Therefore, this paper proposes a low-frequency discretization (LFD) algorithm. Based on the above methods, the WM-sampling algorithm can be obtained by applying the low-frequency discretization algorithm to the weighted multiple minimum support association rule mining algorithm. The algorithm uses a low-frequency discretization algorithm to discretize continuous attributes, sets the corresponding weight and minimum support for each data item, and uses full confidence to remove false frequent itemsets and strong association rules.

Through the research and analysis of the existing continuous attribute discretization methods, considering the relationship between frequency and data loss, this paper proposes discretization in the low-frequency data interval to reduce data loss. The “high-frequency” in the data value refers to a large number of values in the attribute data set. Correspondingly, the “low-frequency” in the value refers to a small number of values in the attribute data set. In this article, we show a discretization technique: low-frequency discretization (LFD); the algorithm only considers low-frequency values as possible boundary points, to minimize the impact of discretization. In other words, the purpose of the discretization algorithm is to improve the quality of discretization.

Rough set and its extended set attribute reduction algorithms both measure the changes in the relationship between conditional attributes and decision attributes before and after reduction by selecting appropriate feature evaluation functions and use this as an index to evaluate the ability of any candidate attribute set to approximate all attributes [30]. When the classification performance of the original data itself is poor, this evaluation index based on the ability to approximate all attributes will be difficult to guarantee or improve the classification performance of subsequent classifiers. Considering that, in practical applications, a large number of attribute reduction methods are ultimately evaluated by the subsequent classification performance, and the ultimate goal of all classification tasks is to find a sample that can distinguish different types of samples to the greatest extent (medium such as straight lines, planes, and hyperplanes). Therefore, this article makes full use of the distribution information of the data itself, directly from the perspective of improving classification performance, and defines the concepts of within-class distinguishability and inter-class distinguishability. The optimal reduction set is determined based on the reduction principle of minimizing the distinguishability within classes and maximizing the distinguishability between classes, to obtain the attribute subset that maximizes the separability of the data.

The inter-class distinguishability is to reflect the distinguishability between heterogeneous samples (samples with different labels) by calculating the distance between samples of different categories. The calculation idea is as follows. First, the domain of discourse is divided into A series of clusters; select two clusters from all clusters, select a sample from each cluster to combine, calculate the sum of the distances between all heterogeneous samples that conform to this two-tuple relationship, and divide by the distance the number of calculations to obtain the average value of the inter-class distances of all clusters. The greater the distance between classes, the greater the degree of distinguishability between classes.

$$\text{Inter}D_B(d_i, d_j) = \frac{\sum_{i=1}^{|d_i|} S_B(d_{ik}, d_j)}{|d_i|}$$  \hspace{1cm} (7)

The within-class distinguishability is to reflect the distinguishability between samples of the same type (samples with the same label) by calculating the variance of samples of the same category. The calculation idea is as follows: first select a cluster from all clusters, calculate the corresponding sample of the cluster, and calculate the average within-class variance of all clusters in this way. The smaller the intra-class variance, the higher the degree of aggregation within each cluster, and the smaller the distinguishability within the class.

$$\text{Var}S(B) = \frac{\sum_{b=1}^{B} \text{var} (b)}{|B|}.$$  \hspace{1cm} (8)

According to the pattern recognition theory, a good feature attribute set should have a smaller discriminability within a class and a larger discriminability between classes, to ensure the distinguishability of different categories. To this end, this paper defines an attribute importance measurement function based on distinguishability, which is used to evaluate the impact of each attribute on decision classification performance.
Since the calculation of the distinguishability between classes and the distinguishability within classes depends on the label information of the sample, it is a supervision mechanism. Compared with the traditional unsupervised granulation method, it can avoid the introduction of inconsistent information in the reduction process and improve classification performance. Because the distinguishability function between classes satisfies monotonicity, but the distinguishability function within classes does not satisfy monotonicity, the attribute importance function obtained by the algebraic operation of the two is also nonmonotonic.

At present, the commonly used evaluation functions in rough set attribute reduction algorithms include dependency and information entropy, which all satisfy the principle of monotonicity, and Li pointed out that the attribute reduction algorithm based on this monotonic evaluation function has certain defects, such that when the classification performance of the original data set is poor, the corresponding monotonicity-based evaluation function metric value is also relatively low. Relevant studies have shown that the use of attribute reduction algorithms with nonmonotonic evaluation functions can achieve better classification performance. Therefore, the attribute reduction algorithm that satisfies nonmonotonicity proposed in this paper has a certain theoretical basis. To select the attribute set with the best classification performance, this paper draws on the algorithm design principle based on the nonmonotonic evaluation function in the paper, uses the distinguishability measurement function as the evaluation criterion of attribute importance, and uses the heuristic algorithm as the search strategy, a heuristic attribute reduction algorithm based on distinguishability (DISAR). The idea of the algorithm is as follows: first initialize the reduction set to an empty set, and for any attribute other than the reduction set, calculate the change in the distinguishability between and within the class after adding it to the reduction set, and maximize the importance of the attribute. The attributes are added to the reduction set, and the rules are executed in sequence until the algorithm terminates.

Since the attribute importance function based on distinguishability is nonmonotonic, the termination condition of the DISAR algorithm is as follows: SIG is less than 0. At this time, adding any attribute to the current reduction set cannot improve the reduction performance. Compared with the monotonic attribute reduction algorithm, the algorithm proposed in this paper does not need to select threshold parameters to control the degree of convergence of the algorithm. It only needs to terminate the algorithm when the algorithm is reduced to maximum attribute importance of less than or equal to 0, thereby avoiding the problem of the selection of threshold parameters. Considering that the termination conditions of the algorithm in practical applications are too strict, the selected reduced attribute set may have an overfitting problem. In order to solve this problem, this paper adopts a postpruning strategy. The idea is to first treat the reduction result calculated by the DISAR algorithm as a series of nested reduction attribute increase chains and then use classifiers such as SVM to increase the reduction chain. Perform one-by-one inspection, and finally use the reduction increasing chain corresponding to the highest accuracy as the final reduction set. Since this step does not affect the progress of the algorithm, there is no need to repeatedly debug the best classification, and it has a certain degree of objectivity, robustness, and operability. In terms of time complexity, since the distance measurement function in this article considers both Euclidean distance and Manhattan distance, the time complexity needs to be discussed separately. The calculation time of the algorithm proposed in this paper is mainly consumed in the calculation of sample distance. Suppose the number of samples in the universe $U$ is $n$ and the total number of conditional attributes is $c$. When the Euclidean distance is used, the sample needs to be recalculated every time an attribute is added. Distance and the algorithm need to traverse each attribute in the worst case, so the computational complexity of the inter-class discrimination is $cn$, and the computational complexity of the intra-class discrimination is $c^*n\log n$, so the overall time complexity is $c\cdot n\log n$; when the Manhattan distance is used, both the inter-class and intra-class discrimination only need to calculate the distance between samples under a single attribute once, so the overall time complexity is $n\log n$. It can be seen that, in terms of time efficiency, the algorithm proposed in this paper uses the Manhattan distance function to be far superior to the Euclidean distance function.

4. Design Analysis and Discussion

In order to test the performance of the DISAR algorithm, seven data sets are selected from the UCI machine learning database, as shown in Table 1 which describes the name of the datasets, the number of instances, number of features, and class.

All data sets are continuous data sets. In order to eliminate the influence of attribute dimensions, the maximum-minimum standardization method is used to normalize the data. The DISAR algorithm is compared with six representative attribute reduction algorithms in terms of the number of attributes and classification accuracy. The comparison algorithms are as follows:

(i) Attribute reduction algorithm based on neighborhood dependence (NRS)
(ii) Attribute reduction algorithm based on neighborhood variable precision rough set (NFARNRS)
(iii) Similarity-based attribute reduction algorithm (SIMR)
(iv) Fuzzy rough set attribute reduction algorithm based on Gaussian kernel approximation (FSGKA)
(v) Attribute reduction algorithm based on neighborhood combination measure (NCMAR)
(vi) Attribute reduction algorithm based on neighborhood combination entropy (ARNCE).

Among the 6 algorithms participating in the comparison, Algorithms 1, 2, 5, and 6 all need to set the
neighborhood radius value. Here, the neighborhood radius is uniformly set to one-third of the standard deviation; the variable precision parameter in Algorithm 2 is taken. The value is set to 0.5–0.95, and the step size is 0.05; because Algorithm 3 can only process discrete data sets, the data set needs to be discretized before attribute reduction. WEKA software was used in the original text but here the equal frequency discretization method is used. Through the three classifiers of SVM, CART, and KNN, the reduction set calculated by different algorithms is used to calculate the accuracy of ten-fold cross-classification ten times, and the average value is taken as the final accuracy value. Since the reduction set when the classification accuracy of different classifiers is the highest is not necessarily the same, Algorithm 1 to Algorithm 6 select the reduction set with the highest classification accuracy as the final attribute reduction result. For sample data, too many features will not only take up a lot of storage space but also cause a serious burden on calculations. Therefore, in the actual reduction process, not only the classification accuracy of the reduction but also the scale of the resulting reduction must be considered.

In addition, in order to reveal the information changes of the attribute characteristics selected by the DISAR algorithm, the accuracy values of each data set on each attribute increase chain are recorded separately, and the corresponding line graph is drawn, which contains 9 data sets with larger feature dimensions. The abscissa corresponds to the number of attributes contained in the attribute increase chain, the ordinate corresponds to the classification accuracy (%) under each classifier, SVM1/KNN1/CART1 corresponds to the accuracy of the DISAR1 algorithm on the SVM/KNN/CART classifier, and SVM2/KNN2/CART2 corresponds to the accuracy of the DISAR2 algorithm on the SVM/KNN/CART classifier, as shown in Figures 3–5.

As shown in Figures 3–5, for most data sets, in the process of increasing the number of attributes one by one, the classification accuracy of the attribute increase chain on different classifiers gradually increases. Oscillatory attenuation is mainly caused by the different data distributions and feature dimensions of each data set and the different preferences of different classifiers for the selection of reduction sets; at the same time, it can be observed that the attribute increase chain is classified on the three classifiers and the changing trend of accuracy is the same on the whole, which can also reflect the reliability of the classification ability of the classifier. W-T-L results are shown in Figure 6.

As shown in Table 2, what this article hopes is that the samples can be concentrated in the upper left corner of the bisecting line. At this time, the distance between classes is much larger than the distance within classes, and the classification performance is ideal. And from Figure 6, in these seven types of data sets, the distribution of each

### Table 1: Characteristics of the data sets used in the study.

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Instances</th>
<th>Feature</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Diabetes</td>
<td>768</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Heart</td>
<td>270</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Glass</td>
<td>214</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>Sonar</td>
<td>208</td>
<td>60</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>dataR2</td>
<td>116</td>
<td>9</td>
<td>2</td>
</tr>
</tbody>
</table>
reduced data has a certain degree of left shift relative to the
distribution of the original data; especially in the iris dataset,
this change is more obvious so that the DISAR algorithm in
this article can be selected. The advantage of easy-to-cate-
gorize attribute subsets can be demonstrated from a visual
point of view.

5. Conclusion
This paper proposes a heuristic algorithm for attribute re-
duction based on a supervisory mechanism. It uses the
distinguishability between classes as the evaluation criteria
for attribute importance and quantitatively describes the
changes in classification performance before and after the
attribute is added during the reduction process; since there is
no need to set any adjustable parameters in the algorithm,
the resulting reduction is more objective and reliable. In the
experimental simulation part, taking seven UCI data sets as
the research object, through comparative analysis with 6
algorithms, it can be found that the average number of
attributes of the DISAR2 and DISAR1 algorithms in this
paper on the three classifiers is 4.70, which is much smaller
than the others. The average number of attributes of the
reduction set obtained by the six algorithms is 5.86, which
significantly reduces the feature dimension of the data. At
the same time, the average classification accuracy of the
DISAR2 and DISAR1 algorithms is 85.36%, which is sig-
ificantly higher than the average classification accuracy of
the other six algorithms of 81.94%, which significantly
improves the recognition accuracy of sample classification. It
can be seen that the algorithm proposed in this paper has
better classification performance. However, the algorithm in
this paper is mainly researched on continuous data sets. How
to introduce the algorithm in this paper to incomplete data
sets and attribute reduction of mixed data sets is still a
problem to be solved.
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