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To expand the application of machine learning in movie data, in order to explore the correlation between network big data and
�lm time-series data, based on the machine learning algorithm, the correlation and multifractal characteristics of happiness index
(HI) and �lm box o�ce (BO) were studied and described by introducing multifractal crossover method. On this basis, some
indicators are introduced to optimize the neural network model so that the optimization model can describe and predict the box
o�ce and other related information well. �e results show that the critical values of the happiness index and box o�ce show a
linear change trend with the increase of freedom, and the corresponding change curves of the happiness index and box o�ce show
obvious nonlinear characteristics, which can be divided into slow increase stage, steady increase stage, and approximately gentle
stage. With the increase of iteration parameter q value, the change trend of the long-term and short-term curves of the generalized
Hurst function is basically the same, and the di�erence between the two is getting smaller and smaller, while the di�erence
between the two curves is getting bigger and bigger with the increase of q value of Renyi function. �e changing trend of the
dynamic Hurst index in the sliding window period all shows that it �rst rises rapidly to a certain value, then �uctuates rapidly with
the increase of time, then drops rapidly to a constant value, and �nally continues to show repeated small range �uctuation. Under
the in�uence of time-series parameter α, the original sequence changes the most, the replacement sequence changes the medium,
and the corresponding rearrangement sequence changes the least. �e overall distribution of box o�ce prediction data conforms
to the characteristics of linear variation.�e prediction index of the optimized HI-LSTM (Happiness Index-Long term short term
memory neural network) model is higher in the box o�ce, indicating that the model has better performance in describing and
predicting the box o�ce. �is study can provide a theoretical basis for the correlation study of network big data and �lm data.

1. Introduction

�is paper mainly addresses machine learning algorithms in
computing network big data and movie data. Correlation
algorithms are widely used in �lm analysis and prediction: a
good �lm analysis model was proposed in [1]. �e �lm
analysis model can classify and analyze �lm reviews so that
readers can obtain relevant �lm information more accu-
rately. A neural network algorithm can be used to optimize
the model to make it more e�ective and timely push relevant
information. �ere is a large amount of �lm-related data on
the Internet, and a model that can analyze �lm data was

constructed in [2]. �e model will analyze the sources of
various movie data, reduce it to speci�c movie indicators,
and analyze the indicators to predict the relevant content of
the movie. �e model uses di�erent algorithms, such as
arti�cial intelligence and machine learning, to predict box
o�ce earnings by monitoring and analyzing indicators with
di�erent characteristics. �e number of movie audiences is
the primary factor for the sales of the �lm industry. �e
existing models are mainly used to predict the relevant
properties of the �lm market, and an optimization model
based on the analysis of the number of movie audiences was
proposed in [3]. �is model indirectly describes and
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represents the relevant content of the film market by ana-
lyzing indicators such as the number of moviegoers and the
score of movie reviews. +is method can avoid the corre-
lation error caused by the influence of the film market itself.
In order to verify the accuracy of the model, several films are
used to analyze and verify the optimization model. +e
research shows that themodel has a good performance in the
analysis of film time-series data. In order to better research
network data with the big movie, related links between five
types of machine learning algorithms were used to predict
and calculate the corresponding cross-correlation [4] based
on public data from the Internet of things. Algorithm
analysis shows that for different algorithms for network data
associated with the film, the correlation between the cal-
culation result is also different. We should combine with
actual needs when selecting an algorithm. Aiming at a series
of problems existing in the film recommendation process on
the network, a new optimization algorithm based on ma-
chine learning is proposed. By optimizing the original
model, the optimization model based on machine learning
was obtained in [5]. In this model, a content-based filtering
method is adopted to provide users with recommended
movies with high similarity, and a new integrated learning
algorithm is adopted to improve the system’s performance.
+e results show that the system is effective for a film
recommendation. In order to solve the problems existing in
the process of film investment, a model is established using
different machine learning algorithms [6]. +e model can
predict the box office return of the film according to the data
before the release of the film so as to propose a certain
investment direction for investors. To verify the accuracy of
themodel, the model is used to analyze the relevant data, and
the results show that the accuracy of the model can reach
85%. +e main purpose of the movie recommendation
system is to let the computer automatically learn and adjust
the related movie activities. However, the quality and ac-
curacy of search results of existing methods are low. To solve
this problem, a recommendation model of a cloud platform
environment based on a machine learning algorithm was
constructed in [7], which can greatly improve the quality and
accuracy of movie searches. At the same time, on the basis of
the research, the selected features can be analyzed by using a
hierarchical clustering algorithm. +en, the trust ranking
algorithm is used to sort these movie clusters. Finally, the
movie data is evaluated and analyzed according to relevant
indicators.

Machine learning algorithms have a wide range of ap-
plications in film classification. Aiming at the problems
existing in film classification, a classifier model algorithm
using feature extraction and feature sorting training was
proposed in [8]. +e model can examine the emotional
expression and classification of a given film review on the
scale of negative and positive sentiment analysis. In order to
verify the accuracy of the model, the optimizationmodel was
compared with the existing learning model by using the
experimental verification method. +e research shows that
the model can describe and analyze the data related to the
film well. Relevant studies show that social network has a
high influence on the way of film evaluation. Existing studies

have a series of problems in film evaluation, and the Newton
algorithm and finite memory gradient method are used to
solve these problems [9]. Firstly, the model needs to overlap
the continuous samples, and the L-BFGS gradient method is
used to estimate the relevant parameters in the model, and
then the evaluation results are put into the correlation al-
gorithm. Finally, the artificial neural network model is used
to evaluate the proposed data. In order to analyze and verify
the reliability of this method, the performance of the model
is evaluated by using big data. Experimental results show
that this optimization model has higher performance in film
recommendation. As a relatively popular spiritual enter-
tainment, film entertainment is gradually attracting people’s
attention. However, with the rapid development of the film
industry, the production of films is also increasing year by
year. How to quickly and accurately find users’ favorite films
from the massive film data has become an urgent problem to
be solved. A film optimization model based on artificial
intelligence and machine learning technology was proposed
in [10]. +e model is based on computer vision and machine
learning technology, and the original model is optimized by
introducing relevant algorithms such as big data. A large
number of movies were accurately pushed through machine
learning, and the accuracy of the model was verified through
model analysis and prediction. +e film industry is affected
by different factors. With the development of machine
learning technology, it is very necessary to analyze the
factors that affect the film. A mixed feature prediction model
based on social media data features was proposed in [11].
+e model predicts the quality and content of films by
adopting various algorithms so as to achieve the stan-
dardized management of the film market. In order to verify
the accuracy of the model, the method of comparative
analysis is used to extract and analyze the relevant data of the
model. +e results show that the model is very important to
improve the film market order and has a good application in
the related evaluation of film data. Massive film resources
provide people with rich content, but the resources and
information people need are increasingly difficult to find. To
solve this problem, a film resource information mining
model is constructed by combining the fuzzy neural network
algorithm with dynamic data correlation technology [12]. In
this model, dynamic data technology is used to preprocess
and screen the movie resource information. On the basis of
the above processing, the movie information mining model
is used to conduct data mining for the related information
and indicators of themovie information.+e superiority and
correctness of the film data mining model are verified by
numerical simulation.

+e influence of network big data on the film market is
shown in Figure 1. +e analysis shows that first, the in-
formation source of the movie is transmitted to consumers
in the form of signals. After arousing consumers’ motivation
to watch movies, they can obtain relevant movie signals and
browse, analyze, read, and discuss the movie signals. +en
the feedback of relevant film information is given under the
joint action of consumer decision and the film market.
+erefore, in order to analyze the relationship between
network big data and film timing, this paper adopts a
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machine learning algorithm to conduct correlation analysis
on the relationship between HI and BO by introducing the
calculation method of multifractal. On this basis, the rele-
vant algorithm is used to optimize the original neural
networkmodel so as to obtain the optimized neural network.
+rough verification, the model can well describe the change
relationship between network data and film timing and can
further predict and analyze the film market. +e results of
this study can help film investors understand the relation-
ship between happiness and box office fluctuations and
provide some guidance for making corresponding invest-
ment portfolio decisions and film schedule selection.

2. Machine Learning

2.1. Multifractal Cross-correlation. In the early study of
fractal theory, an analysis method of rescaling range was
proposed and widely used in the field of hydrology. In order
to better analyze the volatility of relevant data, the multi-
fractal theory is introduced into the theory of detrended
fluctuation analysis (DFA), and then the multifractal
detrended fluctuation analysis (MF-DFA) is proposed
[13, 14]. In order to carry out relevant research on complex
data, multifractal detrending cross-correlation analysis (MF-
DCCA) was proposed by combining MF-DFA with DCCA
(detrending cross-correlation analysis) [15]. +e MF-DCCA
method can effectively eliminate the influence of local trends
on the time-series scale and observe the multifractal of time
series at different time scales.

MF-DCCA method firstly inputs the corresponding
time-series data of the two columns to obtain the corre-
sponding cumulative deviation and then obtains the cor-
responding q-order wave function by solving the correlation
function of the local covariance [16]. On the basis of the
wave function obtained, on the one hand, the Hurst ex-
ponential function is optimized by introducing the variable

representing the multifractal characteristics. On the other
hand, the Hurst function is used to solve the Renyi index,
and then the corresponding singular function and multi-
fractal spectrum function are solved. +e process of the MF-
DCCA method is shown in Figure 2. +e relevant judgment
basis is as follows: (1) WhenH is greater than 0.5, it indicates
that the model has long range cross-correlation; (2) WhenH
is equal to 0.5, it indicates that the model belongs to a
random walk; (3) When H is less than 0.5, it indicates that
the model has negative long range cross-correlation.

+e basic steps of MF-DCCA method are as follows:

(1) Construct two new time series:

X(t) � 􏽘
i

k�1
[x(k) − x];

Y(t) � 􏽘
i

k�1
[y(k) − y],

(1)

where x(t) and y(t) are time series, x and y are the
mean values of time series x(t) and y(t).

(2) Divide the newly constructed single time series into
Ns� int(N/s) time windows of length s. Since the
time-series length N is not necessarily an integer
multiple of the corresponding time scale s, in order
to make full use of the whole time series, the same
processing is done for the reverse order of the time
series. +erefore, we get 2Ns nonoverlapping time
Windows.

(3) +e local trend functions Xλ(i) and Yλ(i) are obtained
by the least square fitting of the time series within
each window λ, and the local covariance function is
thus obtained:

Xλ(i) � aki
m

+ · · · + a1i + a0Yλ(i) � bki
m

+ · · · + b1i + a0

F
2
(s, λ) �

1
S

􏽘

s

i�1
X[(λ − 1)s + i] − Xλ(i)􏼈 􏼉 × Y[(λ − 1)s + i] − Yλ(i)􏼈 􏼉

F
2
(s, λ) �

1
S

􏽘

s

i�1
X N − λ − Ns( 􏼁s + i􏼂 􏼃 − Xλ(i)􏼈 􏼉 × Y N − λ − Ns( 􏼁s + i􏼂 􏼃 − Yλ(i)􏼈 􏼉

i � 1, 2, . . . , s; λ � 1, 2, . . . , 2 Ns; m � 1, 2, . . . , s.
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Figure 1: Frame diagram of the influence of network big data on the film market.
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(4) +e q-order wave function Fq(s) was obtained by
averaging the local covariance of 2Ns windows. +e
scaling relationship between Fq(s) and scale s is
shown as follows:

Fq(s) �
1

2Ns
􏽘

2N

λ�1
F
2
(s, λ)􏽨 􏽩

q/2⎧⎨

⎩

⎫⎬

⎭

1/q

, q≠ 0,

F0(s) �
1

4Ns
􏽘

2N

λ�1
ln F

2
(s, λ)􏽨 􏽩

⎧⎨

⎩

⎫⎬

⎭, q � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

When q� 2, the MF-DCCAmethod degenerates into the
DCCA method.

logFq(s) � Hxy(q)log(s) + logC. (4)

+e scale index Hxy(q) is called the generalized Hurst
index. If Hxy(q) depends on q value, it indicates that there is
multifractal between two columns of time-series data;
otherwise, it is a single fractal.

+e cross-correlation coefficient ρDCCA is used to
qualitatively test the degree of cross-correlation between two
nonstationary time series, which is defined as follows:

ρDCCA �
F
2
DCCA(s)

FDFA Xi{ }(s)FDFA Yi{ }(s)
. (5)

+e range of ρDCCA value is [−1,1], and the corre-
sponding indicator meaning of the specific correlation de-
gree is as follows: (1) When the value of ρDCCA is 1, the
correlation degree is completely positive; (2)When the value
of ρDCCA is 0, there is no correlation; (3) When ρDCCA value
is −1, the correlation degree is completely negative.

In this paper, the method of multicross fractal corre-
lation is used to analyze the data, in which cross-correlation
statistics are mainly used to qualitatively analyze whether
two-time series have cross-correlation, thus providing
support for the definition of cross-correlation function. +e
cross-correlation statistic Qcc(m) is defined as follows:

Qcc(m) � N
2

􏽘

m

i�1

X
2
i

N − i
, (6)

where the cross-correlation function Xi is defined as follows:

X
2
i �

􏽐
N
k�i+1xtyt−i

􏽐
N
t�1x

2
t 􏽐

N
t�1y

2
t

. (7)

2.2. Long and Short Term Memory Model. Long-short term
memory is a special RNN model, which is proposed to solve
the problem of gradient dispersion in RNN model. In tra-
ditional RNN, the training algorithm uses BPTT. When the
time is long, the residual to be returned will decline ex-
ponentially, resulting in a slow update of network weight. It
cannot reflect the long-term memory effect of RNN, so a
memory unit is needed to store the memory so as to propose
the LSTM model. +e number of neurons in the input layer
of the Long-Term and Short-Term Memory Model (LSTM)
is determined by feature vectors, and the output space de-
pends on the number of neurons in the output layer. A single
hidden layer of LSTM is a unit with three gates, as shown in
Figure 3. By inputting different data, relevant signals in the
model are used for calculation and analysis so as to export
the calculated relevant data from the model.

+e model switch is controlled by two functions, sig and
tanh, and their corresponding equations are as follows:

sig(x) �
1

1 + exp(−x)
,

tanh(x) �
exp(x) − exp(−x)

exp(x) + exp(−x)
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(8)

+e corresponding activation function is shown in
Figure 4. With the increase of x value, the corresponding y
value of the two functions is shown in three stages: (1) Stable
stage I, in which y value keeps constant with the increase of x
value, which is shown as a horizontal straight line in the
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Figure 2: MF-DCCA flow chart.
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figure. Sig function is higher than tanh function. (2) Rapid
increase stage, during which both functions show a trend of
rapid increase. +e corresponding curve slope increases
slowly at first, then keeps constant, and finally gradually
approaches 0. With the increase of x value, sig function
shows a trend of higher than tanh function at first and lower
than tanh function at last. (3) In the stable stage II, the
corresponding curves of the two functions are approxi-
mately coincident, indicating that the change trend and rule
of the two functions in this stage are basically the same. On
the whole, the variation range of tanh function is higher than
that of sig function, indicating that the description range of

tanh function is also higher than that of sig function. Xt and
ht represent the input and output vectors at time t.

LSTM designed three gate switches to effectively control
the unit state for long-term memory information. +e fol-
lowing details how these three gate switches effectively
control information processing.

(1) Calculating ft of forgetting gate:

ft � sig ht−1, Xt( 􏼁 × Wf + bf􏽨 􏽩. (9)

(2) Determining the stored information:

Ct
′ � tanh ht−1, Xt( 􏼁 × Wc + bc􏼂 􏼃,

it � sig ht−1, Xt( 􏼁 × Wi + bi􏼂 􏼃.

⎧⎨

⎩ (10)

(3) Calculate the value of the output gate:

ot � sig ht−1, Xt( 􏼁 × W0 + b0􏼂 􏼃,

ht � ottanh Ct( 􏼁.
􏼨 (11)

+us, the updated data is as follows:

Ct � ft × Ct−1 + Ct
′ × it, (12)

whereWf,Wi,Wc, andWo represent the weight matrix, bf, bi,
bc, and bo represent bias matrices.

3. Correlation Analysis

3.1. Test Data Acquisition. In order to study the correlation
between network big data and film time-series data, it is
necessary to carry out a series of data collection aiming at the
relevant characteristics of films [17]. In order to more ac-
curately study film time-series data, this paper adopts
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Figure 3: LSTM recurrent neural network frame diagram.
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relevant data from Facebook social platform for analysis
[18, 19]. +e data of this platform can further ensure the
accuracy of experimental data [20]. In this paper, total
national happiness (+e index reflects the quality of life and
happiness of the people and is made up of four parts: good
government governance, economic growth, cultural devel-
opment, and environmental protection.) is taken as network
big data, and the specific index of total national happiness is
represented by happiness index. +e happiness index of
Facebook is summarized in Table 1.

+e data collected in this paper includes two parts: HI
and BO. +e data of the Happiness Index comes from the
relevant website of Facebook, while the data of the movie
Box Office comes from the website of the movie Box Office.
+e relevant data for the happiness index are shown in
Figure 5.

As can be seen from Figure 5, with the increase of time,
the happiness index of Facebook was relatively large from
2010 to 2014, while when in 2015, the corresponding hap-
piness index data was relatively small. From 2015 to 2020,
the data are a relatively steady increase, indicating that the
selection of experimental data has certain randomness,
which can be used as experimental data to carry out relevant
research. It shows that the change trend of the happiness
index and time is approximately linear. In addition, it can be
seen that the overall distribution of the data conforms to the
rule of linear distribution by fitting the happiness index with
the first-order function.

+e corresponding box office data are shown in Figure 6.
As can be seen from the box office data, with the increase of
time, the distribution of box office data is generally random
without obvious regularity. In order to more accurately
describe the distribution law of film box office data, the data
distribution can be divided into four parts: (1) from 2010 to
August 2011, the overall distribution of film box office data is
between 2×108–10×108, with a relatively small range of
change, and the corresponding time is relatively small; (2)
From August 2011 to November 2012, the box office data
showed a large change range in a small period of time,
ranging from 1.8×108 to 15.5×108. From the perspective of
time and change range, the box office data at this stage was
not stable. (3) From November 2012 to 2015, the data
corresponding to the film box office tended to be stable on
the whole, with a relatively small change range, and
remained around 4×108 on the whole. +e data at this stage
was relatively stable. (4) From 2015 to 2020, at this stage, the
film data present a fluctuation change trend that corre-
sponds to the film industry and also shows certain fluctu-
ations; thus, data show that the phase stability is poorer, but
the change of the phase for a long time, so you need to film
the relevant data for further analysis.

In order to better analyze the relationship between
happiness index and movie box office, the relevant data
between them are summarized, as shown in Table 2. It can be
seen from the statistical table that the difference between the
maximum value and minimum value of the happiness index
is about 0.53, while the corresponding mean value is 6.13,
which is basically in the center of the data, which is basically
consistent with the above research. +e overall dispersion of

film box office data is large and has high volatility, which
indicates that film box office has poor stability in a certain
period of time.

3.2. Analysis of Test Results

3.2.1. Correlation Analysis of Happiness Index and Box Office.
In order to better describe the corresponding relationship
between happiness index and film box office, two variables,
Qcc(m) [21, 22] and degree of freedomm [23, 24], are used to
study the correlation between happiness index and film box
office [25, 26]. +e logarithmic curve of statistics and degree
of freedom is shown in Figure 7.+e critical value represents
the Chi-square distribution (at a significance level of 5%).
+rough the correlation analysis between the two variables,
it can be seen that the critical values of the two variables
show a linear change trend with the increase of the degree of
freedom, and the change range is about 3.1. +e change
curves of the corresponding Happiness Index (HI) and Box
Office (BO) show typical nonlinear characteristics, which
can be divided into three stages according to their charac-
teristic curves: (1) Slow increase stage. In this stage, the
corresponding variation range of Hi-BO data in 0–0.5 degree
of freedom is about 0.6–1.1, indicating that the variation
range of the curve in this stage is small. At the same time, the
slope of the corresponding curve increases gradually with
the increase of the degree of freedom, indicating that the
statistic has obvious acceleration characteristics in this stage.
(2) +e steady increase stage, when the degrees of freedom
increased from 0.51 to 1.68, the corresponding statistics
increased from 1.1 to 8, the phase curve slope, although
slight fluctuations, overall remained at a constant data, and
the stage of initial value and the critical value corresponding
to the curve intersection, with the increase of the degree of
freedom, the difference between the two is bigger and bigger,
when the degree of freedom reached 1.68, the difference
reached the maximum, about 5.8. (3) In the nearly flat stage,
with the gradual increase of the degree of freedom, the
variation range of the HI-BO curve gradually decreases, and
the slope of the curve also gradually declines until it tends to
0, indicating that when the degree of freedom is higher, the
variation range of the corresponding statistic is lower, and
the degree of influence on the statistic also decreases. It is
worth noting that at the beginning and end of this stage, the
difference between the two curves is approximately similar,
indicating that with the increase of degrees of freedom, the
difference between the two curves has little influence.

+e long term and short term are described by different
time scales, respectively, while the multifractal behavior is
measured by the Hurst index and Renyi index. In order to
better study the cross-correlation between happiness index
and film box office, analyze the long-term and short-term
effects on cross-correlation and draw the multidistribution
characteristic curves between happiness index and film box
office, as shown in Figure 8.

As can be seen from the multifractal characteristic di-
agram of the happiness index and box office (HI-BO), with
the increase of q value (from −10 to 0), the change trend of

6 Mathematical Problems in Engineering



Table 1: Facebook’s happiness index.

Data Method Application area
Stock yield Correlation coefficient method International stock market
Share index Nonlinear test Stock market
Sunspot number Linear regression model Solar motion
Economic search index MF-DCCA Monetary market
International equity returns T test Stock market
US stock index Vector autoregression +e US stock market
UK stock market index Nonlinear coefficient UK equity markets
Volatility index Linear and nonlinear Stock market
Movie ranking Regression model Film market
Happiness report data Linear index Field of life
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Figure 5: Statistical graph of happiness index from 2010–2020.
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Table 2: Happiness index and movie box office statistics.

Index of correlation Happiness index Box office
Sample size 3645 3645
Minimum value 5.96 171230000
Maximum value 6.49 1769540000
Mean value 6.13 1024000420
Median 6.23 1047520042
Standard deviation 0.053 1001467250
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Figure 7: Correlation analysis between happiness index and movie box office.
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long-term and short-term curves of the generalized Hurst
function is basically the same. However, the difference be-
tween them is getting smaller and smaller, indicating that q
value can promote the uniformity of the Hurst curve. When
q value changes in a positive way, the short-term curve of the
generalized Hurst function is higher than the long-term
curve of the generalized Hurst function. However, compared
with the curve with a negative q value, the Hurst difference of
the two corresponding generalized curves when q value is
positive is smaller. From the perspective of the Renyi
function, with the increase of q value, the difference between
the two curves becomes larger and larger, indicating that q
value plays a role in promoting the difference between the
two curves. +e larger q value is, the two curves of Renyi
function also gradually increase.

3.2.2. Multifractals of Happiness and Box Office. Relevant
studies show that time series will have a certain impact on
the multiple analysis characteristics of sample data. In order
to explore the change rules of different sequences in detail,
multifractal characteristic curves of different sequences are
drawn, as shown in Figure 9, and corresponding data sta-
tistics are shown in Table 3.

It can be seen from Figure 9 that, with the increase of a
value, the three different sequences all show a slow increase
to the maximum value and then a slow decline, and the
curves show a symmetrical trend of change. +rough re-
search, it is found that the three curves approximately
conform to the change rule of the quadratic function. +e
variation range of the original sequence is the smallest, the
variation range of the rearranged sequence is the second, and
the variation range of the alternative sequence is the largest,
indicating that under the influence of independent variables,
the influence degree of the alternative sequence is the
highest, the influence degree of the rearranged sequence is
the lowest, and the corresponding original sequence has the
lowest influence degree.

According to the statistics table between the happiness
index and the box office, the data varies by sequence: αmax/
αmin/△α: original sequence >replacement sequence >rear-
ranged sequence. +is indicates that under the influence of
the influencing factor α, the original sequence has the largest
variation range, the replacement sequence has a low vari-
ation range, and the corresponding rearrangement sequence
has the smallest variation range.

In order to study the dynamic evolution of cross-cor-
relation and local correlation, the influence of external
events on power-law cross-correlation is explored by using
the sliding window analysis method [27, 28]. +e length of
the sliding window is fixed at 200 days, and the number of
sliding steps is 1 day. +e function of calculating the time
series of two columns in each window period is the Hurst
index, thus obtaining the dynamic change trend diagram of
the Hurst index, and the specific change rule is shown in
Figure 10.

It can be seen from the changing trend of the dynamic
Hurst index during the sliding window period: HI-BO
curves show the typical repeated change trend, the change of
each phase, are first rapid rise to a certain value, and then
increases with the increase of time rapid fluctuations, but the
corresponding fluctuation amplitude is small, then quickly
fell to a constant value, finally continued to perform as the
repeated small scale fluctuation. With the increase of time,
the corresponding Q value repeats the above change rule. As
can be seen from the maximum value of the curve, the
maximum value of the HI-BO curve rises rapidly first and
then decreases with the increase of time, and then presents a
slow rising change, which lasts for a long time. From the
minimum value of the curve, it can be seen that q value drops
rapidly at first and then fluctuates with the increase of time,
and finally maintains a trend of slow rise.

4. Model Prediction based onMachine Learning

4.1. Model Prediction >eory and Optimization Algorithm.
A backpropagation neural network is a machine learning
algorithm. Its network structure consists of an input layer,
hidden layer, and output layer [29, 30]. For the weights at
each synapse, follow these steps to update: (1) +e input
excitation and response error are multiplied to obtain the
gradient of weight; (2) Multiply the gradient by a ratio and
invert it and add it to the weight. Each neuron in each layer
of the network is a node, and the two layers are connected by
a weight coefficient. +e corresponding neural network
structure is shown in Figure 11, and its main principles and
steps in time-series prediction are as follows:

(1) Network initialization
Determine the speed of network learning and neu-
ronal excitation function.

(2) Step 2: Calculate the output of the hidden layer

Hj � f 􏽘
n

i�1
wijyi − aj

⎛⎝ ⎞⎠, j � 1, 2, . . . , l, (13)

where l is the number of nodes in the hidden layer,
and f is the excitation function of Sig.

(3) Calculate the output layer

􏽢yk � 􏽘
l

j�1
Hjwjk − bk, k � 1, 2, . . . , m. (14)

(4) Calculation error

ek � yk 􏽣−yk k � 1, 2, . . . , m. (15)

(5) Weight update

wjk � wjk + ηHjek, j � 1, 2, . . . , l; k � 1, 2, . . . , m,

(16)
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where η is the learning rate.
(6) +reshold update

aj � aj + ηHj 1 − Hj􏼐 􏼑 􏽘

m

k�1
wjkek, j � 1, 2, . . . , l,

bk � bk + ek, k � 1, 2, . . . , m.

⎧⎪⎪⎨

⎪⎪⎩

(17)

Optimization algorithms for machine learning include
(1) Bat Algorithm (BA), (2) Particle Swarm Optimization
(PSO), (3) Genetic Algorithm (GA), (4) Cuckoo Search

Algorithm (CSA), and (5) Antlion Algorithm Optimization
(ALO). Particle swarm optimization (PSO) is a kind of
evolutionary algorithm. It starts from the random solution
and finds the optimal solution through iteration. It also
evaluates the quality of the solution through fitness. But it is
simpler than the rules of the genetic algorithm, and it does
not have the “crossover” and “mutation” operations of the
genetic algorithm. It seeks the global optimal value by fol-
lowing the currently found optimal value.+is algorithm has
attracted the attention of academic circles for its advantages
of easy implementation, high precision, and fast conver-
gence, and it has demonstrated its superiority in solving
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Figure 9: Multifractal features of different sequences.

Table 3: Parameter summary of HI and BO.

Different sequence αmax αmin △α hmax hmin △h
+e original sequence 0.945 0.487 0.458 0.947 0.426 0.521
Rearrange the sequence 0.752 0.358 0.394 0.912 0.356 0.556
Alternative sequence 0.914 0.462 0.452 0.896 0.512 0.384
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Figure 10: Dynamic Hurst exponent during the sliding window period.
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practical problems. In order to study the convergence speed
and performance of the above five swarm intelligence op-
timization algorithms, this chapter adopts five commonly
used minimum benchmark functions to comprehensively
test the above swarm intelligence optimization algorithms to
evaluate the performance of these optimization algorithms.

Each benchmark function optimization test was inde-
pendently run for 30 times, and the results were output when
each iteration reached the maximum number of iterations.
+e operation output corresponding to the minimum value
obtained from the 30 independent operation results was
taken as the test results, as shown in Figure 12.

+rough different optimization algorithm of the iterative
graph can be seen that with the increase of the number of
iterations, the CSA algorithm corresponding to the first slow
decline curve performance and then remain constant, and
the state kept for a long time, with the further increase of the
number of iterations, the curve of further rapid decline fi-
nally still tends to constant change trend. +e curve cor-
responding to the GA algorithm decreases slowly at first and
then keeps constant with the increase of the number of
iterations. +e slope of this curve also decreases slowly at
first and gradually approaches 0 at last. +e curve corre-
sponding to the BA algorithm drops rapidly in a short time.
When it drops to a certain value, the corresponding curve
keeps the data constant with the further increase in the
number of iterations. Compared with the above algorithms,
the curve corresponding to the ALO algorithm shows a drop
type change, which has a relatively large change range,
indicating that the number of iterations has the highest
impact on the ALO algorithm. +e curve corresponding to
the PSO algorithm and the curve corresponding to the GA
algorithm have basically the same change rule, but the curve
corresponding to the PSO algorithm has the largest change
range.

4.2. Model Prediction and Analysis of Film Data. In order to
further verify whether the Facebook happiness index can
improve movie box office prediction performance, Long-

Term Short-Term Memory Neural Network (LSTM) is used
to predict movie box office. Select the time-series data af-
fecting the total box office of the next day as the input
feature. An optimizer is used to train the model. +e sample
size of each batch is 28, the learning rate is 0.001, the number
of iterations is 20,000, and the window size is set to seven
days. Normalization is conducted on each vector of the time
series so as to obtain the prediction of the movie box office.
Specific forecast data and curves are shown in Figure 13.

As can be seen from the box office prediction chart, the
number of HI-LSTM data decreases gradually with the
increase of income.When the income is 0–4 dollars, the total
amount of HI-LSTM data is large, while when the income is
4–8 dollars, the HI-LSTM data decreases rapidly. In addi-
tion, by drawing the upper and lower curves of the data, it
can be seen that the overall distribution of the data presents a
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U-shaped change. +rough linear fitting, it can be seen that
the overall distribution of the data conforms to the char-
acteristics of linear change. Finally, the prediction index of
the HI-LSTM model in the box office is 0.924, which shows
that the model can describe and predict the box office well
and is very important for improving the accuracy of box
office prediction.

5. Conclusion

(1) From the correlation analysis between the happiness
index and the box office, it can be seen that the
critical values of the two variables show a linear
change trend with the increase of the degree of
freedom, and the change range is about 3.1. +e
curve of Happiness Index (HI) and Box Office (BO)
can be divided into a slow increasing stage, a steady
increasing stage, and an approximately flat stage.

(2) It can be seen from the multifractal characteristic
diagram of Happiness Index and Box Office (HI-BO)
that, with the increase of q value, the change trend of
long-term and short-term curves of generalized
Hurst function is basically the same, but the dif-
ference between them becomes smaller and smaller,
indicating that q value can promote the uniformity of
Hurst curve. According to the Renyi function, with
the increase of q value, the difference between the
two curves becomes larger and larger, indicating that
q value plays a role in promoting the difference
between the two curves.

(3) With the increase of a value, the three different
sequences all conform to the variation rule of the
quadratic function. +e variation range of the
original sequence is the smallest, the variation range
of the rearranged sequence is the second, and the
variation range of the alternative sequence is the
largest, indicating that under the influence of

independent variables, the influence degree of the
alternative sequence is the highest, the influence
degree of the rearranged sequence is relatively low,
and the corresponding original sequence has the
lowest influence degree.

(4) As can be seen from the prediction chart of themovie
box office, the overall distribution of data presents a
U-shaped change, and the distribution of data
conforms to the characteristics of linear change. +e
prediction index of the HI-LSTM model in film box
office is 0.924, indicating that the model has good
performance in describing and predicting film box
office.
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