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Organizations and companies are starving to improve their business processes to stay in competition. As we know that process
mining is a young and emerging study that lasts among data mining and machine learning. �e main goal of process mining is to
obtain accurate information from the data; therefore, in recent years, it attracts the attention of many researchers, practitioners,
and vendors. However, the purpose of enhancement is to extend or develop an existing process model by taking information from
the actual process recorded in an event log. One type of enhancement of a process mining model is repair. It is common practice
that due to logging errors in information systems or the presence of a special behavior process, they have the actual event logs with
the noise. Hence, the event logs are traditionally thought to be de�ned as situation. Actually, when the logging is based on manual
logging i.e., entering data in hospitals when patients are admitted for treatment while recording manually, events and timestamps
are missing or recorded incorrectly. Our paper is based on theoretical and practical research work. �emain purpose of our study
is to use the knowledge gather from the process model, and give a technique to repair the missing events in a log. However, this
technique gives us the analysis of incomplete logs. Our work is based on time and data perspectives. As our proposed approach
allows us to repair the event log by using stochastic Petri net, alignment, and converting them into Bayesian analysis, which
improves the performance of the process mining model. In the end, we evaluate our results by using the algorithms described in
the alignment and generate synthetic/arti�cial data that are applied as a plug-in in a process mining framework ProM.

1. Introduction

As process mining is a new and emerging study that lasts
among data mining and machine learning. It established a
link between actual output data processes and the processes
models. Process mining has three key components, which are,
process discovery (learning process models from immature
events), conformance checking (deviation monitoring by
comparing model and log), and process enhancement (ex-
pand/upgrade existing process model), [1, 2]. Among them,
the process detection aimed at obtaining processing data from
the event log, they store execution data embedded in the

information systems, in order to detect actual process models
introduced primarily by Petri net [3], YAWL [4], or high-level
Petri net [5], without prior knowledge [6]. Many algorithms
are set to attain the goal successfully. However, the event logs
are the main part of our study. In government, businesses,
hospitals, and in other agencies, performance data embedded
in information systems are usually stored in system or ap-
plication logs, which later on can be converted into event logs.
Appropriately, in business processes, the recorded event
shows outstanding accuracy as it happens in an organization
over time. Based on these acquisition algorithms, we devel-
oped a process model that, we expected.
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)ere are lots of information systems that record de-
tailed information regarding the supported process. Basi-
cally, they record the start and end of a process task and
context data related to them. Event data collected from the
logs are mostly done in business process management. After
that, these logs are analyzed to get information about process
performance. In some situations, information systems
cannot force the process applicants to execute their work in
accordance with strict procedures, as described in the
process models. Instead, process participants are responsible
for tracking their invisible activity sometimes in their sys-
tem. Hence, according to [7], event logs may be incomplete/
noisy.)ese data quality problems cause to affect the process
mining model and mostly give us unsatisfactory results in
the end.

Generally, analytics methods do not include data that is
not in the system account-based process. Sometimes, things
make it difficult for a few reasons, why data are not available.
Another reason could be that the texts were forgotten, or
missing, but actually, the work took place, or in some sit-
uations, work is not done. Generally, it is difficult to dis-
tinguish such situations, whereas the common hypothesis is
that event logs have the reality that they only record those
activities that actually take place.

Most commonly real-world data have incorrect or
corrupt data records [8]. )e most common problem, we
face in recording an event log, with incorrect timestamps in a
business process. As each and every event in the event log
records the start or end of a processing time. Such timestamp
type errors occurred in a situation when a set of events
related to the same event log in a process having the same
timestamp. However, these errors are caused by the clut-
tering of a logging system, e.g., a system does not record time
but records only day, or delay during the logging process,
i.e., an overcrowded logging system.

Analysis of well-researched data on such issues may give
inaccurate or misleading information. For example, in the
context of automated process acquisition the class of process
mining techniques [9], aimed to extract a process model
from an event log, in order to check the dependence among
process functions, due to time stamp errors: as long as the
functions ’a′ and ’b′ have the same timestamp are con-
sidered to be parallel, i.e., performed by any system in the
resulting process model, when in fact ’a′ is the cause of ’b′,
i.e., ’a′ always precede ’b′ in a process model. Obviously, any
information obtained from a systemmodel, whose functions
are based on inaccurate programming, will be misleading.

Model based on event data can be modified by using
existing techniques [10]. In a case, if the data are recorded
manually, it misleading the results and also gives less weight
to the prior domain information. )at is why, we apply the
stochastic method to the modeling process behavior and
introduce a new method of adjusting event logs based on a
stochastically developed process model [9]. However, we
discuss many methods to resolve the issue of incomplete
event data and suggest a possible way to add missing entries
to the event log based on the process provided. By using
advanced Petri net with the knowledge of time and pro-
cessing probabilities, we can model the process.

We use, generalized stochastic Petri nets (GSPNs) in
various forms as described in [11]. Firstly, we take ad-
vantage of the path probabilities, to identify what events
may be missing. Next, Bayesian networks [12] record both
initial process estimates and actual observations used to
calculate the most probable time stamp for each input.
However, the repaired event logs are used for further
analysis, e.g., in order to assist and find the responsible
individuals that are used to determine the reason for en-
tering, or to improve the mining methods by considering
the complete event log. Remember that uncertainty of
returned events should be in consideration at the end. As
we know, this is the first task in which, we use statistical
methods that are used to attain data, which is out of BPM
process mining domain.

Our whole paper is systematized as; Section 2, we have
related work. Section 3 based on preliminaries, in Section 4
discusses how we organize repair event logs in a timed event
log. Section 5 tells us about the layout structure and put the
time in the repaired event log. )e evaluation of our ap-
proach using artificial data is described in Section 6. We
present the conclusion in Section 7.

2. Related Work

Recent log repair methods depend heavily on alignment
among event logs and given process models/process spec-
ifications. Actually, it is a significant technique in confor-
mance checking [13]. However, in order to know who a
model represents in reality we use fitness [14], accuracy [15],
generality, and simplicity. Conflict in planning indicates that
something is wrong and indicates, where the deviation is and
how bad it is. Reference [16] discusses four confusing al-
gorithms for logging awareness of the logging system [17],
aligning event logs with declarative models. Occasionally it is
not only important to know the control flow but also, we
need to know about the data and resources in account [18].

)e existing conformance checking methods are may be
used to guide the performance of a given process model to
trace the event logs. If we have any movement in a log, but it
does not work on the model, then in that situation we call it
to log movement; on the other hand, if the model has a
movement, but is not recorded on a log, then we call it model
movement. After finding out the log or model movement,
then there is a problem in the alignment and we can handle
this problem by repairing log instead of the model [19–24].

As mentioned earlier, when rare problems are associated
with alignment and when outliers appear in the event log,
research is done on aligning logs based on alignment. )e
missing cases can be detected with the reference to process
specifications and heuristics [23]. According to [24] repair
the logs for nonexistent events by repairing the control flow
and timestamps. Although [22] introduces not only the
missing method but also the unwanted and displaced events.
We can easily access to our main objective by repairing event
log and complete reference model. Hence, [20], therefore,
introduces an automated method of removing abnormal
behavior from event logs by using automaton logs. In ad-
dition, the two traces can also be aligned [21].
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3. Preliminaries

Here, we will give the formal description and concepts about
the methods and techniques we use to describe how we
repair and handle missing values in the process log.

3.1.EventLogs. )e set activities ’a′ and time domain ’t d′ in
an event log are as follows:

La,t d � (e, c, α, c, β,≻), (1)

where

e: defines as events of a finite set.
c: defines in the event log as a set of cases.
α: e⟶ a shows an activity related to each event as a
function.
c: e⟶ t d defines function relating each event with
the time domain.
β: e⟶ c defines in a case relating to each event as a
surjective function.
≻⊆e1 × e2 shows succession relation, in order to define
total ordering in the event e. However, we2 > e1 used as
a notation for (e2, e1) ∈≻. Hence, therefore we can say
that the ordered set of an event link with one case as a
“trace.”

3.2. PetriNet. It was initially presented by C.A. Petri in 1962.
Basically, it is a 5-tuple with initial marking defined as
PN � (P, T, F, W, M0):

(i) P � p1, p2, . . . . . . , pn􏼈 􏼉 defines as a finite set of
places (circles)

(ii) T � t1, t2, . . . . . . , tn􏼈 􏼉 defines as a finite set of
transitions (bars)

(iii) F⊆(P × T)∪ (T × P) defines as a set of arcs that link
P andT

(iv) W: F⟶ 1, 2, 3, . . . . . . ,{ } defined as weighted
function
M0: P⟶ 0, 1, 2, 3, . . . . . . ,{ } defines as a marking
denoting the number of tokens (black dots) in a
place P , whereas the initial marking is denoted by
M0

3.2.1. Stochastic Petri Net. In this, we use time and data
perspectives because they define the flow of information
between the tasks. As each transition in SPN is exponentially
distributed with firing time. It became a workflow net in a
situation when; (i) when we have one place to start, (ii)
having one place to end the process, and (iii) every node on
the trace from start to end.

3.2.2. Generalized Stochastic Petri net. It is defined as

GSPN: pn, tt, ti, λ( 􏼁, (2)

where

(i) r: (p, t, pre, post, inh, m0) based on places, transi-
tion, inhibitor arc, and initial marking

(ii) tt⊆t shows a set of time transitions where tT ≠φ
(iii) ti⊆t shows a set of immediate transitions

(ti ∩ tT � φ and t � ti ∩ tT)
(iv) λ � (λ1, . . . . . . , λ|T|) with λi ∈ r+ define the firing

delay in a case when the transition is temporized or
in a situation when the probability of firing a
transition is immediate

In Figure 1, we show the GSPN, where transitions are either
timed (rectangular box), or immediate (zero firing time, with
black bar). However, we constantly give priority to the im-
mediate transitions, over time. )e probability mass function
will be used to break the firing bond between immediate
transitions in order to compete with firing. In GSPNmarking is
over in a situation when there is at least an immediate transition
to make the marking visible. In GSPN we also introduce in-
hibitor arcs, which connect the placewith the transition. At their
terminating point, an arrow has a small empty circle that shows
that it is an inhibitor arc. In a situation, where we have more
tokens in the output of the inhibitor, it means, we have mul-
tiplicity in arcs, and we cannot fire the transitions.

3.2.3. Generally Distributed Transition Stochastic Petri Net
GDT_SPN. It is based on seven tuples p, τ,℘,W, f, m0, d􏼈 􏼉,
whereas basic Petri net has p, t, f, m0􏼈 􏼉.

(i) t: represent transition sets that are ti ∪ tT composed
of timed and immediate transitions

(ii) ℘: t⇒N+
0 priorities to the transition, when

∀t ∈ ti: ℘(t)≥ 1 and ∀t ∈ ti: ℘(t) � 0
(iii) W: ti�R+ show the weighted probability of the

immediate transition
(iv) d: tT⇒d represents the arbitrary probability dis-

tribution to the timed transition, by showing the
duration of the equivalent activities

As we describe above the SPN mode, it allows us to give
arbitrary duration distribution of time in a timely manner.
As in our study, we take the normally distributed duration.
Note that we avoid the normal distribution because it defines
the negative domain. So, we assume that most of their
weighted probability lies in the positive domain, which
shows us that the error presented in the correction of
negative duration is not taken into consideration.

As we show an example of SPNmodel in Figure 2, where
immediate transitions are represented with bars and timed
transitions with the rectangular box. In Figure 2, the im-
mediate transitions are represented with their weights, for
example, where the process will reverse 0.25 times, leaving a
loop 0.75 times. We left out the essentials and explained the
1st priority for every immediate transition. However, the
timed variables are labeled from ’a′ to ’h′ and their lengths
are usually distributed with their parameters. Remember
that the model is chosen to be free and sound, containing
loops, choices, and parallelism.
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In our study, we use race semantics that allows memory
describe in [25]. It means concurrently enabled transitions
race are enabled right �ring, whereas transitions will only be
rest in a case if they are disabled for �ring. Hence, the same
transitions, that remain enabled after the �re does not lose
their continuity.

3.2.4. Timed Transition and Immediate Transition. An
empty rectangle in Figure 3 represents the timed transition
and a solid rectangle is shown as an immediate transition. In
SPN model the immediate transitions are �red as soon as
they are enabled (no waiting time), whereas others are �red
at a rate depending on transition.

3.2.5. Bayesian Network. Let x1, . . . , xn represents a set of
random variables. It is a directed acyclic graph (n, f),
whereas n shown as a set of nodes, n1, . . . . . . , nk assigned to a
random variable x1, . . . , xn and f⊆n × n represented as a set
of directed edges. Hence, (ni, nj) ∈ f be an edge from parent
to child node ni, nj. Edges re�ect the conditional depen-
dencies among the corresponding random variable xi, xj.
So, each random variable is independent of its predecessors,
by giving value to its parent node.

Let suppose a set of parent nodes πi represented as xi. As
we know, Bayesian network is well-de�ned by the proba-
bility distribution of the node ’ni’ in ’n′ like p(xi/πi), and
their conditional dependency relation encoded. However,
their joint probability distribution of the overall Bayesian
network is de�ned as p(x1, . . . . . . , xn) � ∏

n
i�1 p(xi/πi).

As we know, the SPNmodel also captures the probability
information regarding the duration of each task in a process
model. Hence, therefore, we use Bayesian Network [12, 26]
to know the interdependency among the random time taken

from the SPNmodel framework. In Figure 4, we represent an
example of BN that show us the relationship of a small part
of the process model in Figure 2. Arcs among the function ’b′
and ’e′ , and among ’b′, f′ and ’g′ are consecutive. Notice
that there is no direct dependency among the function ’f′
and ’e′ , as they are parallel, hence, therefore, we suppose that
the length of their function is independent. Generally,
Bayesian Network is a straightforward acyclic graph that
takes dependency among the random variables on a prob-
abilistic model [26]. Arcs from the parent node to the child’s
show that the distribution of the child’s probability depends
on their parent values.

3.3. Cost-Based Alignment. By taking an example as in
Table 1, which contains two traces ’t1’ and ’t2’ to check
whether the traces are same as the model, we need to align
them both. By using the procedure proposed by Ajmone
Marsan et al. [25], which leads to the movements of a se-
quence that replay traces in the model. �is movement is a
synchronous movement, a model movement, or a log
movement. �e o¡cial de�nition of the alignment method
remains outside our research work, but we discuss some
important points here. In alignment, the model and log were
replayed together to �nd out the best event design for the
activities in the model. �erefore, the corresponding syn-
chronous movement re�ects events in the log by allowing
right place for the model, and in this case, both model and a
log move together. In a situation when model activities or
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Figure 2: Generally distributed transition stochastic Petri net (GDT_SPN).
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events in a log appear to be inconsistent, then the model and
the log should move asynchronously. Hence, the model
movement represents the activities in the model, which does
not have an event in the log in the current location, and in
the same way, the log movement of an event in a log does not
have any activity, that is, currently enabled model situation
during recurrence. �erefore, it is possible to allocate the
cost separately for each activity in di¤erent types of
movement.

In Table 2, the perfect alignment among the log and
model is shown with trace ’t1’, which shows that the se-
quence can be reproduced in a sequence of the corre-
sponding movements. As in trace ’t1’ and the model in
Figure 2 indicates that two cases ’b′, and’f′ are not in the
sequence, which may be due to documentation error. Since
activity ’f′ corresponds to ’e′, there are two ’t2’ candidate
alignments, as shown in Table 3.�e ‘⊥‘symbol describes the
action used to indicate non-synchronous movement, that is,
modeling behavior with inconsistent recordings. In the
above example, we need two model steps that align trace ’t2’
to the model. However, Table 4, indicates the alignment
between log and model for trace ’t2’.

In short, alignment method proposed [14, 27], that used
to know the appropriate cost-optimal methods among the
traces, log, and the model through their structure and se-
quence of the events taken into the log without having
timestamps or probabilities. Hence, in our research work, we
develop an alignment approach based on probabilities.

4. Repairing Event Logs

Our research work, suggests us the probabilistic way of
returning from nonevent to event logs. We give in our
study two ways of repairing the event log; (i) retrieving the
most likely events with their corresponding time and (ii)
Monte Carlo simulation, which is selected to adopt the
random events, depending on their posterior probability.
However, in multi-imputation method, the simulation
mode is more useful component because it gives reasons to
handle verity of process steps that involved nonexistence
events. But here in our research work, we focus on
repairing mode and discuss the variation in random events

where required. �e problem we face here to solve is �rst,
identify the part of the model, that is, not present in the
trace (which), and then measure the estimated time of the
activities present in that part of the model (when). In a
theoretical perspective, it is important to compare the
probabilities of all possible paths in the model that are
related to the trace. All the techniques/methods may allow
di¤erent distribution of the events present in a sequence
with the traces. For example, in a sequence t2 � (e, g, h) of
the log and model shown in Figure 2, two small ways are
assumed that the model is given the alignment in Table 3,
but maybe their probabilities are di¤erent. It is possible,
that every loop repetition actually happened, but we may
forget to consider each repetition. �e path
(b, e, f, g, a, c, d) is an option to repair the t2 trace. Simi-
larly, the 2nd multiplication move in the model with the
path (b, e, f, g, b, f, e, g, h), whereby taking the path in a
di¤erent event like ’e′ and ’g′ in the t2 of the model present.
In short, we can say that there are lots of immeasurable
traces in a model having the loop.

To compare the probabilities of these methods, we 1st
calculate the distributing probabilities of the activities in a
path and then compare it with the model methods that are
relatable. After that, we focus on which activity will be
performed, that de�nes the timing of the most visible event.
To make it simpler and easier, we propose a method that
divides the problem into two parts as shown in Figure 5; (i)
repair the structure and (ii) insertion of tie in a process.
Remember that after doing this, we accept the limitations
that nonexistent events can only have if the selected path is
indicating at least one in the log.

5. Logs Repairing Realization

In this part, we describe the ful�llment of the methods, we
discuss above. �ere are certain steps required to ful�ll the
requirements:

(1) SPN model, which is considered a supported model,
should be sound [27], and optional; [28], that need
not to be edited. �at type of model takes the largest
part of the process model without having unneces-
sary limitations.

(2) �e SPN model is set as a standard model, which
re�ects on the structural behavior and time duration.

Table 2: Alignment for trace t1.

Log (a C d B e f g h)
Model (e C d B e f g h)

Table 3: Candidate alignment.

Log ⊥ e ⊥ g h
Model B e f g h

Table 4: Alignment for trace t2.

Log ⊥ ⊥ e G h
Model B f e G h

b

f
e

g

Figure 4: Bayesian network.

Table 1: Log.

t1 (a, b, c, d, e, f, g, h)
t2 (e, g, h)
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(3) Activity duration is independent having a wide range
of probabilities that contain a positive domain.

(4) Time stamp recorded in an event log should be
correct.

(5) Each trace with having at least one event, and all
these events contain a timestamp.

(6) Duration of case activity does not depend on
circumstances.

(7) We suppose that the data are MAR and the prob-
ability of missing events and log does not depend on
the timestamp of the missing events. �e algorithm
of our repaired event log is shown in Figure 6.

5.1. StructureRepairing. We start repairing the structure, for
each trace. It became a trivial matter, and once we �nd out
the path of some model that �t the visibility of the trace in a
better way. Cost-based �tness alignment [15], discussed in
Section 3, is used here and it is based on

(1) Events are parallel when the model run in a straight
line

(2) When events are missing in a trace, it means model
move alone

(3) �ere are certain events present that do not �t the
model in a recorded location in a situation when log
moves alone

After setting the sync cost and model move to ’0′ , then
the log cost goes to the highest value, i.e., 1000. �e algo-
rithm aligns all paths for each model in a way that each event
in a sequence was designed for the corresponding activity.
�at will also work well for the acyclic model too. In cyclic
model, we have an in�nite model, and we give them min-
imum cost per movement to the model, in the next step, we
compare them with their resulting alignment values. As
mentioned in Figure 6, next we select the cost-minimal
alignment that we want to repair. Hence the algorithm
replays the path taking place from the model and repeats
their probabilities to decide along the path. By doing this
way, we consider speci�c information on the alignment
option to improve it [15]. Also, we consider that, on the
other hand, parts with some missing activities are less likely
than others. In this way, we can also determine the pa-
rameters of the missing data, and their level of de�cit. We
allow the domain expert to specify by selecting the missing

events. �ey decide how to measure the probabilities against
each other, by giving preference to the high-risk paths that
determine the severity of the repaid change, or to paths with
fewer incidents that do not need to be followed.�is step-by-
step guide us to understand the best cost and allows us to
control how many modeling modes can be displayed in log
of any event, i.e., by considering loop of an SPN model with
’n′ function in it. After setting the probability of de�cit
down, e.g., setting the probability that ’0.1′ is missing (’10%′
of the event chance is lost), continuous multiplication of the
loop will be less likely, and their probability will be multi-
plied by a factor of ’0.1 n′ this feature may be missing in all
events. Very large values, such as ’0′, or ’1′ should be
avoided because the probability of any alignment involving
both the symmetrical and parallel movement would be ’0′.

We may choose to align the candidates by using di¤erent
ways that depend on the intended use. We select the
alignment with the highest probability in most/least likely
scenario. But we can also select randomly depending on the
probability to follow the most compelling technique. As
once we �nalized the structure, after repairing the trace, we
move on and insert time on nonexistent events, i.e., target
model movement.

5.2. Insertion of Time in the Event Log. In order to include
time details, it is not enough just to consider SPNmodel, but
we need to add information regarding each trace, that
records timestamps. As we discuss in Section 3, we have a
solution for inserting time in the event log, by explaining the
BN. So, we convert the SPNmodel into BN. First, we identify
the way of SPN model by giving a path, which eliminates the
model selection after removing the branches from a system
that are not taken into consideration. After revealing the net
from the 1st marking from the selected path, note that a loop
with a special type of option will be removed from the model
by any given trace. By taking the following trace
t3 � (a, d, c, a, c, d, h), suppose, we select the following
alignment which is shown in Table 5.

As in the unfolded model given in Figure 7, black part
represents the path from the model, and as it is unfolded,
therefore, the gray part is removed. Unfolded model still has
similarities, but because of its acyclic nature, we directly
convert it into Bayesian network with the same structure,
and their random variables show the time transition. Be-
cause of their frequent repetition of a loop, the operation is
possible several times, therefore, we divide them by adding

Logs with missing
entities

SPN

Repaired
Structure

Fitting log with
missing time

entities

Insert time

Repaired Log Method

Repaired Log

Figure 5: Repair control �ow and timestamp.
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an indicator of their transitions for example, a1 & a2 cor-
responding to the 1st and 2nd occurrence of transition ’a′ .
However, exposure is made by crossing the path around the
model and determining it by directing and keeping traces of
transition events.

With the same structure, we convert the unfolded model
into Bayesian network. As in Bayesian network, most of the
immediate transitions are not required, because it is time-
consuming and their selection needs to be made in the
unfolded process, whereas only those immediate transitions,
which are joined with the parallel branches will be saved.

6. Evaluation

By using ProM, we can test the quality of the algorithm
described in Figure 8. �e problem we face actually, whether
we take the event that took place is not recorded.�at is why
we need to control the experiment, having a real comparison
of our repaired results, we start with the trace that goes to �t

model. We do this by choosing the right ones in the real
world, or by simulating them in arti�cial cases. In the 2nd
step, we can 1st �nd the input from the algorithm, to remove
the percentage of random events in the related sequence.
After that, we transfer the event log by inserting the missing
log into the repaired algorithm and in the model, accord-
ingly what to repair.

Output of the repaired algorithm can be tested against
the actual trace to now, how can we handle the missing event
logs. �ere are two quality scales that we can use for the
modi�ed log. Cost-based alignment described in [15],
compares the model and the logs that how well they �t.
However, by using the existing calculation techniques we
compare two traces with two logs that convert each real trace
into a sequential Petri net model that measures their validity
with the modi�ed traces. Eligibility is based on the quality of
the structure, that is, the fair value of the test, even if it
repairs the appropriate events accordingly. In order to es-
timate the quality of the repaired timestamps, we compare

Table 5: Alignment.
Log (a d c ⊥ c d h)
Model (a d c a c d h)

0.5

a1

a1 1

c1 0.25
0.5

a2
c2

d2

0.75

h11

d11

Figure 7: Unfolded Model (a, d, c, a, c, d, h) from Figure 2.
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alignment &
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evidenc in trace

Reparing log

Add missing
times according

to prob.
distribution

Pick
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Figure 6: Repaired log algorithm.
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the actual event time with the repaired one. �at can be
useful only in a sense when we make the right selection of
events, which is included. MAE is useful for the total error
for featured events. Basically, that is a de�nition of complete
di¤erences between the repaired and actual event time.

6.1. Generating Repaired Algorithm for Arti�cial Model.
We �rst tested the algorithm for repair according to the
performance model presented in Section 3 in Figure 2.

Figures 9 and 10 show the quality of the resulting
measure we obtain after repairing the simulated traces. Tests
were performed with a 100-match tracing log. However,
each dot represents a repaired result of a log with varying
percentages of randomly deleted events. In Figure 9, we have
the values of alignment performance. Squares on the solid
line indicate, the amount of corresponding movement. �e
other two lines are model number (circular dot) and number
of log movement (gray triangular), which are required to
match the traces.

�e model structure given in Figure 2, has a choice
between two branches combined with three high activities
and four low, hence, we can return the process to the ap-
propriate activity having a low noise level (approximately
30%). But that order cannot be con�rmed because of their
similarity in the model. However, change in the order of two
events in a repaired sequence is because of the constant
movement of one event, as the movement of the log and
moving model into another place. At low-level noise note
that the movement of a log and the model are the same. And
at the high-level noise, there is a high probability that a single
loop event is not present in Figure 2.

On the right side of Figure 9, we show the total error
speci�ed in the model with the related time unit. Graph 9
and 10; show us that the ratio between the actual and
repaired event time increase with increasing noise value.
From the abovementioned results, we summarize that the
algorithm with repaired log is useful with low noise.

SPN model

Log with missing
entities

Add noise

Log

Artifical SPN Simulation of 100
cases

Data

Artifical log

Evaluation
Measure:

control flow concormance
time conformance

Repair logs
algorithm

Approach

Repaired logs with
most likely entities

Figure 8: Evaluation of repaired quality from event log.
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Figure 9: Actual model with 100 traces.
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7. Conclusion

In short, our proposed method of repairing event logs in a
process mining model is available for further analysis. By
this method, we divide our problem into two parts; (i)
structural repairing and (ii) time insertion. However,
structural repairing is performed by extension of [13],
which depends on the probability path. However, time
insertion is attained by taking Bayesian Network as a
reference that represents the formation of each trace in a
model. Algorithms can handle a large class of process
models. As our �rst test shows that when noise is less, we
can repair the structure and time. In our study, there are
some limitations, which, we take into consideration; (i) we
use a heuristic process to separate structure and time for
repairs, in order to reduce the intricacy of the problem, as
event timestamp also impacts on the probability path, (ii)
normal distribution, although with good calculation
limited the duration of a model activity, because of having
a negative background, (iii) the assumption of interde-
pendence between the duration of work and between
traces are very strong, because resources play a vital role in
the process, and (iv) assume that SPN model have the
truth, and deviation from a log is due to documented
error, rather than process. �ese limitations are only
possible in a standard process when we have some de-
viation in a model.

In conclusion, we use knowledge gathered from the
process model, by giving a technique to repair the missing
event log in a trace. �is technique gives us an incomplete
log analysis. By using the stochastic Petri net model and
alignment we repair the event log and convert them into
Bayesian analysis. Hence, we evaluate our results by using
the algorithms described in the alignment and generate
synthetic/arti�cial data that is applied as a plug-in in a
process mining framework ProM.
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