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Object detection in public spaces on urban streets has always been an important research topic in the field of computer vision
networks. Due to the complex and changeable scene in the prediction of public space art design indicators, there are still problems
in the research of target detection algorithms in practical applications. Based on the DCNN, this paper studies the accurate
detection algorithm and implementation of urban streets in complex scenes. This paper uses the characteristics of DCNN coding
to collect and compress data at the same time, studies the prediction module of urban street saliency detection algorithm, and
combines saliency map to determine the saliency of urban street art design indicators in the measurement domain. The ex-
perimental method can greatly shorten the index prediction scan time and solve the problems of high window calibration
redundancy and long positioning time in index prediction. The experimental results show that the proposed method combining
urban street mask and public space feature information can reduce other interference information, the average accuracy of target
detection is increased by 0.398, and the error is reduced to 3.12%, which significantly promotes urban streets and improves

recognition accuracy.

1. Introduction

With the advancement of DCNNs (Deep Learning), the
accuracy of computers in urban street recognition has
surpassed the human brain [1]. As the name suggests, urban
street detection and recognition in complex scenes mainly
include two parts: scene detection and urban street recog-
nition. Scene detection is urban street frame selection. The
main methods are sliding window method and selective
search method, while the mainstream method of urban
street recognition is CNN, including the method of com-
bining object localization and DCNN, such as Fast R-CNN
and SPP-net. However, although the recognition accuracy of
CNN network model is high, training the large amount of
data, long training time, and expensive hardware cost limit
the application scope of CNN [2-5]. In addition, the scene
detection algorithm, which is the basis of urban street
recognition, also has problems such as high complexity, long
time for urban street positioning, and inaccuracy. The
DCNN algorithm combines Faster R-CNN and YOLO,

which are two detection frameworks based on DCNNs. The
target positioning and classification are completed at one
time, which can ensure the speed of fast detection of target
city streets: in addition, since the DCNN algorithm uses the
different feature layers of the convolutional neural network
to predict the target object with multiscale features, we have
modified the scale of the prior frame in the DCNN, mainly to
increase the scale of the prior frame and improve the aspect
ratio of the prior frame. In order to verify the algorithm, we
used the DCNN and YOLO to conduct experiments and
comparative analysis on the street data set constructed by
ourselves. Through the analysis, we found that the modified
DCNN algorithm is compared with the original DCNN
algorithm. The neural network algorithm improves the
detection performance of small target city streets, but the
detection speed becomes slower [6-8].

The understanding of urban streets in natural scenes
usually includes two processes: the detection of artistic in-
dicators of natural scenes and the recognition of artistic
indicators of natural scenes, and the accuracy of the
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detection process plays a decisive role in the successful
recognition of characters. In practical engineering, the de-
tection effect of artistic indicators in natural scenes is often
unsatisfactory, so that the entire art indicator recognizer
cannot correctly identify the art indicators in the street
space, and the result is that the understanding of the se-
mantics of urban streets cannot be accurately expressed
[9-12]. Stoian [13] et al. proposed a natural scene art in-
dicator detection and recognition algorithm based on a
sliding window mechanism using random forest classifiers
and Hog features. Based on the framework of pictorial
structures, the algorithm divides and fuses the candidate
frame area (including the art index area) that is determined
as a positive sample into words and then uses an existing
dictionary to verify and correct the combined words. Chew
[14] et al. proposed the use of cascaded Convolutions Neural
Networks (CNNs) for the detection and recognition of art
indicators, respectively. In the first stage (detection stage),
CNN classifies according to a series of art index candidate
regions located by the sliding window. During the classifi-
cation process, the candidate regions that do not contain art
indicators are eliminated. In the second stage (recognition
stage), CNN performs art index segmentation based on the
art index region obtained in the first stage and then identifies
a single art index. Similarly, Qiu [15] uses CNN as a classifier
to determine whether the sliding window contains char-
acters. This method uses the output candidate area of CNN
as the saliency value, and the sliding step size of the sliding
window on the city street is 1 pixel each time, so it can
generate the saliency city street with the same size as the
original image. Then, the extreme value regions are gen-
erated based on these saliency maps, and candidate character
regions are extracted from these extreme value regions.
Then, the city street threshold method is applied to binarize
the candidate art index line area, and corresponding rules
(such as the interval between characters) are defined to
segment individual characters in the candidate art index line
area. There will be many characters in repeated regions, and
most of them can be eliminated through the nonmaximum
suppression operation, so that the remaining characters are
basically the characters that need to be detected. Li [16] et al.
proposed a Stroke Width Transform (SWT) algorithm to
generate a stroke width map by extracting the parallel edges
of urban streets on the edge (specifying the edge angle needs
to meet the established rules). In the SWT graph, each pixel
represents the possible stroke width for that pixel. Then,
through the connected region extraction algorithm, the
pixels that are close to the SWT image and have similar
stroke widths (ratio less than 3) are fused together to form a
connected region, and the connected region is used as a
character candidate region. Corbane [17] believes that some
connected regions that do not contain characters are filtered
out through some artificially defined correlations (such as
geometric rules such as the aspect ratio of the connected
region, the ratio of the height and width of the stroke width
in the connected region.

In this paper, an urban street recognition algorithm
based on Fast Feature Fusion (FFF) is proposed, and a fast
feature fusion network framework is given, which mainly
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includes two modules: feature fusion and local selection.
Among them, in the feature fusion module, we designed a
shallow CNN network, then derived the fitness function and
art index coding rules that can be applied to the genetic
algorithm, and combined the DCNN features with the
traditional urban street features through the genetic algo-
rithm Fusion. The local selection module can reduce the
tusion features, reduce the radius within the class, and
further improve the recognition rate. The algorithm can
solve the problems of high training time and hardware cost
of DCNN model in urban street recognition. Finally, we use
the algorithm proposed in this paper to implement a DCNN
application software [18-20] for the detection of specific
vehicle models based on road traffic bayonet camera data.
The B/S network architecture is used to complete the ap-
plication software design of DCNN under the big data of
urban streets [21-24].

2. Prediction of Design Metrics for DCNNs

2.1. Neural Network Index Measurement. All image sets
obtained after the threshold processing of the neural net-
work indicators are called the maximum area set. During the
process of increasing the threshold, some connected areas
will not change significantly with the threshold change
within a certain threshold interval. Combining traditional
detection algorithms with DCNN technology for research,
the powerful feature expression capabilities of convolutional
neural networks have made breakthroughs in target de-
tection-related research. Driven by the DCNN technology,
the performance of the current target detection algorithm is
far superior to the traditional target detection algorithm, and
it has become the mainstream of the current target detection
algorithm. There are two main types of detection algorithms
based on DCNNS.
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The DCNN breaks through the idea of the traditional
target detection algorithm and lays the foundation for the
successful combination of the subsequent DCNN and
target detection. The main flow of the algorithm includes
the following. First, an appropriate amount of candidate
regions is extracted from the original street space using the
Selective Search algorithm. Assuming that the three-di-
mensional map is used as a topography and elevation map,
when water injection is used, it will slowly submerge from
bottom to top. The maximum stable extreme value area
focuses on the connected area that can maintain a relatively
stable state within a certain range. Compared with the
watershed algorithm, the essence is the same, but the
difference is that the watershed will pay more attention to
the threshold value that separates various connected re-
gions, and the edge that divides these connected regions is
the watershed of the connected regions. Then, the scale of
the candidate region is normalized, and the feature vector
of the candidate region is extracted through the trained
convolutional neural network.
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Then, the extracted feature vector is input into the SVM
classifier for classification. Finally, the regressor is used to
correct the position of the candidate region. Enter the street
space into the pretrained classifier, and directly perform
regression by extracting the feature vector on the fully
connected layer, which can directly return the bounding box
information and category confidence of the target city street.
YOLO directly uses a neural network for detection, which is

G(s,r,t) X P(r—1,s —1,t — 1)drdsdt

First, through the art index detection algorithm, the art
index candidate area is obtained, and the art index is sep-
arated from the street space background; then, the urban
street blocks in the separated art index area are preprocessed.
Common urban street preprocessing includes the use of
filtering for the algorithm denoising the city streets, en-
hancing the city streets, and uniformly scaling the city streets
to the size that the algorithm can handle. Features, such as
edge features, stroke features, and structural features of art
indicators features, are classified, and postprocessing is
performed using information such as high-level semantics of
art indicators to obtain the final art indicator recognition
results. Art index identification can be classified as a pattern
matching problem, and the traditional art index identifi-
cation method is generally realized by a classifier.

2.2. Urban Street Design Matching Algorithm. A represen-
tative and challenging dataset is established through the
collection and processing of urban streets, and an algorithm
based on neural network is proposed to detect and identify
the collected urban streets. At the same time, compared with
the current popular algorithms, this method shows that the
research further improves the current popular urban street
detection algorithm DCNN, making it suitable for detecting
art index objects, using a deep neural network CRNN that
combines CNN and RNN to identify art indicators, and at
the same time, the research proposes a new idea. Before
performing MSER detection on the image, grayscale
transformation of the image is performed. MSER is a de-
tection algorithm based on grayscale images. After MSER
detection, a series of maximum stable extreme value regions
will be obtained, among which there are many nested
maximum stable extreme values. Value region: take these
maximum stable extreme value regions as candidate regions
of the text region and screen them, and artificially define
some heuristic geometric constraints according to

(2)
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an end-to-end one. Stage detection framework: its advan-
tages are that the detection speed is fast, and the model is
highly robust; in addition, since YOLO performs convolu-
tion operations on the entire input street space, the detected
target has a larger field of view, and the background false
detection rate is low. However, there are also shortcomings
such as inaccurate positioning of target city streets and poor
detection of small target city streets.

min plw (i, j)li + j ¢ R(cosi, sini)] 3)
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experience to remove negative samples from the candidate
regions (Table 1).

In the convolutional neural network, the input street
space is used for convolution operation with filters. The
study found that the statistical characteristics of different
regions are the same, so different regions can use the same
weight operation; that is, using the same convolution kernel
traversing the learned features in different regions greatly
reduces the complexity. This operation enables one con-
volution kernel to obtain one feature in feature learning and
generally uses multiple convolution kernels to obtain more
urban street features such as color and outline. For the
distance measurement of urban streets, two methods have
been tried successively, namely, curve fitting based on least
squares method and longitudinal distance measurement of
urban streets based on camera focal length measurement.

2.3. Depth Convolutional Data Metrics. For the public space
urban streets with the same depth convolution data and high
similarity, we cannot distinguish them by attribute identi-
fication. If the public space similarity is calculated directly by
the distance metric pair, but the appropriate similarity
threshold cannot be established, resulting in the effect of
public space recognition being poor. This method is based
on a multitask learning framework, which judges whether
similar public space urban streets are the same as a whole,
mainly by regressing the difference values of the feature
vectors of public space urban streets. At the same time, the
overall judgment result is interpreted according to whether
there are subtle differences between similar urban streets.
The specific implementation method extracts the high-di-
mensional convolutional layer features of urban streets in
similar public spaces, respectively, and extracts the features
of Figure 1. After the geometric constraints are screened, the
remaining maximum stable extreme value area can be de-
termined as a text area, but a large number of nested areas or
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Features

Street space 1

Street space 2

Street space 3

Weight operation 1
Weight operation 2
Weight operation 3
Weight operation 4
Weight operation 5
Weight operation 6
Weight operation 7

Convolutional neural network accuracy

62.10 10.82 83.39
9.74 22.79 57.67
95.16 27.41 56.92
28.68 18.31 99.76
93.16 32.28 66.68
6.20 24.78 6.20
42.90 9.64 42.90

overlapping areas will inevitably affect the detection results,
so after screening, these nested and overlapping areas are
merged or eliminated to output the detection result.

This paper combines the target city street detection and
distance measurement of the improved YOLOV3 algorithm
and modifies the function of outputting the detected city
street information in the program. The program outputs 6
categories of target object classification and positioning

information and 4 categories of target city streets and the
longitudinal distance of the camera, and the video detection
speed reaches 29.8 frames per second, which meets the real-
time requirements. This method can provide a reference for
car assisted driving in natural road traffic scenarios. Then, a
deconvolution network is introduced, and the combined
features are used to regress the saliency map with the same
scale as the street city to identify public space city streets.
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When designing the loss function, we take the loga-
rithmic function for the output of the logistic regression in
the overall judgment task; at the same time, we introduce the
mean square error function to calculate the predicted sa-
liency map. In addition, we add a penalty factor to the first
coeflicient of the original log function to reduce the number
of false positive samples. In order to take the task model, we
have conducted a large number of experimental comparative
analysis, and the results show that the model has methods
such as attribute classification and distance measurement.

2.4. Neural Network Target Detection. The DCNN algorithm
is mainly designed by combining the two detection
frameworks Faster R-CNN and YOLO. Compared with
YOLO, it can still maintain a fast detection speed; based on
Faster R. The anchor points are proposed in CNN, and the
DCNN algorithm uses a similar prior box mechanism. The
difference is that Faster R-CNN extracts features on the last
convolutional feature layer to predict the target, while the
DCNN adopts the feature pyramid method to predict the
target using the features of different receptive fields in
multiple feature layers of the convolutional neural network.
Therefore, the task of this section is to use the DCNN al-
gorithm to realize the street detection in the high-speed road
scene and realize an end-to-end, efficient and robust

fij 1 9ij min(i—-1,j-1)
[_1 _fl.j:| ><|:—min(i,j) —Jij :|_|:

P |
9ij y 9ij - 0. (5)
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detection framework. Faster R-CNN improves the way of
generating candidate regions and introduces boxes to re-
place the selective search algorithm, which greatly improves
the detection speed.

The original YOLO algorithm directly takes feature map
of the entire city street in Figure 2 and uses convolutional
layers to predict bounding boxes in different regions, which
greatly improves the detection speed. Another YOLO-based
approach is a DCNN, which is used to predict the bounding
boxes of city streets. The regression problem is simplified by
achieving translation and scale invariance of the regression
by using default boxes of different scales. At present, in most
art index recognition algorithms, art index detection and art
index recognition are two completely independent modules.
The city streets are input into the art index detection system.
First, through the art index positioning, roughly locate the
art index candidate area, and then pass verification, and
further distinguish the art indicator area from the nonart
indicator area. The art index box obtained by the art index
detection is input into the text recognition system, and the
art index segmentation step divides the art index into
characters, obtains the most accurate character outline and
provides it to the subsequent character recognition step, and
finally characterizes the segmented urban street blocks,
getting the final identified art index sequence.

max (i, f)
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FIGURE 1: Depth convolution data measurement framework.
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FIGURE 2: Search distribution of urban street index training network.

The DCNN is essentially a feature extraction process,
that is, let patchl and patch be inputs to the two branches of
the network, respectively, and then make a similarity loss
function on the feature vector extracted in the last layer of
the network to train the network. The feature extraction
process of deep convolutional networks for the two inputs is
independent of each other. However, what is different from
the explicit feature extraction of deep convolutional

networks is that, in the dual-channel neural network, the two
input grayscale images are combined together and regarded
as a dual-channel city street, and the convolution kernel and
the input two-channel matrix is weighted, combined, and
mapped to a high-dimensional space, and the error loss
function for evaluating the similarity is directly learned by

using the output value of the fully connected layer, ignoring
the process of feature extraction.



3. Construction of a Prediction Model for Urban
Street Public Space Art Design Indicators
Based on DCNNs

3.1. Multitask Deep Convolutional Art Metric Encoding.
In the multitask depth convolution process, the traditional
SIFT feature has a process of selecting key points, while the
dense SIFT feature collection ignores the process of selecting
key points but densely selects points in a certain area like a
sliding window and calculates the SIFT description algo-
rithm. We densely compute SIFT features with a sliding
window of size 24 x 24 with a sliding step of I, while re-
peating the process on different scale spaces. Finally, 128-
dimensional SIFT features can be obtained. Due to the large
amount of data, such as the subsequent art index coding
learning, principal component analysis (PCA) is used to
reduce the dimension of 128-dimensional features to 64-
dimensional.

The direction of LSTM is fixed, and it can only use the
context of the past, but for the sequence based on city streets,
the context of the two directions before and after it affects
each other, and the two forward and backward LSTMs are
combined, and a bidirectional LSTM can be generated. In
addition, by stacking multiple bidirectional LSTMs, a deep
bidirectional LSTM network can be obtained, and the deep
structure can more effectively perform high-level
abstraction.

s S TTE Y AF 10
1 > '
yi—x<1 Z\/ﬁ+2\/ﬁ+1:0

The DCNN algorithm uses feature maps of different
scales to detect objects. Its advantage is that it can use large-
scale feature maps to detect N4, target city streets, and use d,
f10 feature maps to predict large-scale target city streets in
the original image. The 8 x 8 priori frame set by each feature
unit is relatively small, which can be responsible for
detecting small-scale target streets far from the monitoring
equipment. In the YOLO detection framework, the last layer
of the network is a 4096-dimensional feature vector. By
regressing the feature vector, the category confidence of the
target city street and the location coordinates of the box are
predicted. The core of the DCNN algorithm is to directly use
the convolution kernel on the feature map to predict the
prior boxes and categories of a series of target city streets.
For the feature maps of different convolutional layers in
Figure 3, 3 x 3 convolution kernels are used for prediction.

The street space input to the neural network uses a single
pixel that constitutes the street space as a feature node. For a
color street space with a resolution of 64 x 64, the input
feature of the fully connected network is 64 x 64 x 3 =12288
nodes. The input layer of the neural network in it contains
12288 feature nodes. In order to take the model description,
the next layer of the network also has 12288 nodes. Each
neuron node in the two layers is connected to each other,
and then the weight matrix is calculated, which is equal to
12288 x12288~150 million parameters; since this

(6)
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FIGURE 3: Scale feature detection comparison of DCNN algorithms.

64 x 64 x 3 street space is very small, there is no problem
with training so many parameters. But if this is a 1280x720
color street space, the fully connected network weight matrix
will become very large. R-CNN improves the way of gen-
erating candidate regions and replaces the selective search
algorithm, which greatly improves the detection speed.

mini = sigmod[z Z fid;, max(i, j)

n=1n=1

min j = log(i, j) x log(i—1,j-1) - (7)
mink = Jf[w(x, »ij + f(x,y)]dxdy
i

The original YOLO algorithm directly improves the
detection speed. Another YOLO-based approach is a
DCNN, which uses default boxes to predict the bounding
boxes of city streets. The regression problem is simplified by
achieving translation and scale invariance of the regression
by using default boxes of different location. The DCNN
maintains the same high detection speed as YOLO while
improving the original YOLO detection performance. After
detection by MSER, a large number of text candidate
connected regions are obtained, including a large number of
text regions and nontext regions, and even a lot of nested
connected regions. In order to deal with the large number of
redundant connected areas brought by the detection algo-
rithm, Matas artificially prescribes some heuristic rules
based on experience to filter these redundant areas, which
mainly include three aspects: area size, area ratio, and height
and widths.

3.2. Identification of Public Space in Urban Streets. In order
to identify more comprehensive features of urban streets, a
convolutional layer is generally composed of multiple
convolution kernels. The result obtained by convolution of
the convolution kernel is called a feature map. After a
convolutional layer, multiple feature maps are generated for
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each city street. This also completes a high-dimensional
feature extraction of the data. A network structure composed
of multiple convolution kernels is called a convolution layer.
The number of convolution kernels in a convolution layer
means as many convolution channels as there are, and how
many new feature maps are derived from an input image.
Tanh represents the excitation function. After the city street
is convoluted, the abstract feature of the city street at a
certain level is obtained. In the convolutional neural net-
work, people can understand the physical meaning of the
feature maps of the first few convolutional layers, but with
the deepening of the convolutional layers, the physical
meaning of the feature maps has become more and more
complex and abstract.

1 YY[li=0123...j-1,j;, a

71000
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(8)

In essence, each layer of the network can be regarded as a
filter, and data is transmitted forward through each filter. The
neural network simulates the human brain through this
transmission process. At the same time, the network pa-
rameters are corrected by backpropagation with the help of
gradient descent and chain derivation. However, in traditional
urban street processing, feature vector extraction is performed
in the pixel domain. The more the pixels, the larger the
network parameter scale. Therefore, if the scale of the network
parameters is too large, the huge number of parameters to be
trained means huge training costs, so if you want to apply the
neural network to urban street processing, you must reduce
the parameters to speed up the training speed.

The convolutional layer in the neural network was born
based on this idea. The convolution operation of city streets
can be understood as a filtering process. In the S4 layer, the
16 images of size 10 * 10 from the C3 layer are continuously
convolved through a 2 * 2 convolution kernel to obtain 16
5 % 5 downsampled images. Then, we connect the C5 con-
volution layer to form 120 1 * 1 convolution results, connect
the 120 convolution values to the fully connected layer F6,
use the black and white art index code (-1 for white, 1 for
black) to encode the bitmap art index, and finally connect
the fully connected one and take the number of connection
nodes to 10; you can represent 0 to 9 in decimal.

When the number of iterations in Figure 4 reaches 3000,
the accuracy of the validation set reaches 0.97 and maintains
a dynamic balance. After completing the network model
training, we tested the test dataset proposed in the previous
section with the model saved at 8000 iterations. After
completing the test on the test data set, we use the matrix to
show the verification results of the vehicle color and model
on the test data set. For the convolutional layer, a pooling
layer (-1, +1) is usually added afterwards. The residual error
of the convolution kernel in the pooling layer corresponds to
convolutional layer. Therefore, the pooling layer needs to be
it. The residual item of the pooling layer is upsampling
operation, for example, to ensure that the size of the pooling
layer and the convolutional layer are the same, and finally
multiplied by the partial derivative of the excitation function
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FIGURE 4: Parameter distribution of backpropagation in DCNN.

and the weight coeflicient, respectively, and the residual of
the convolutional layer can be obtained.

3.3. Prediction of Art and Design Indicators. In view of the
large difference between the bounding boxes of urban street
art design indicators, based on the YOLOv3 algorithm, an
improved YOLOv3 deep residual convolutional neural
network architecture model with 5 feature detection maps
and 155 layers is designed, and the improved architecture
increases by 7. The output detection maps of x7 and
104 x 104 are responsible for detecting larger and smaller
target city streets in the road traffic field of view, respectively.
The street space for network training comes from the
BDD100K dataset. The results reveal that, compared with
the YOLOV3 architecture, the improved multidetection map
YOLOV3 network achieves an average accuracy of 54.48% on
the validation dataset, an increase of 5.11 percentage points.

The common disadvantage of both sigmoid and tanh
activation functions is that when the feature combination
value z is particularly large or small, the slope of the function
will become extremely small, resulting in a very slow gra-
dient descent of the loss function, and even disappearance of
the gradient. Problem: the derivative of the ReLu function is
1, which does not cause the gradient to become smaller.
Using the ReLu activation function can train a deeper
network, two linear functions can be implemented in a single
judgment statement in the program, and the sigmoid
function needs to perform time-consuming four arithmetic
operations on floating-point numbers. In the process of
network weight training, the ReLu activation function is
used in neural networks. The error loss will drop faster than
using sigmoid or tanh activation functions.

lim (i,,k)

fifa

vl

sin (4, j, k),%sin (i, j, k), ... ,%sin (i, j,k) =1
9)



The pooling layer, also known as the downsampling
layer, is to sample data from a neighborhood of a city street.
Dimensionality reduction not only speeds up model training
and prevents overfitting, but also enhances robustness. From
the actual effect, the convolutional neural network has
strong robustness to the spatial scale transformation of
urban streets, and the pooling layer plays an extremely
important role. The essence of the Softmax layer is a non-
linear classifier. Logistics regression can be seen as a special
case of Softmax regression when k=2. Softmax function is
the logistic function of k classification. In the DCNN,
Softmax is usually used in conjunction with the BP network,
combining the hidden layer mapping mechanism of the BP
network with the Softmax multiclassification mechanism. In
Softmax regression, if x is input, the probability distribution
for the label y is as follows.

The main function of the output layer in Table 2 is
classification. The possible probability of each class is ob-
tained by calculation as the prediction result. In the output
layer, a loss function (10ss action) needs to be established,
also called the objective function, that is, to measure the
prediction of different result, which is the goal that the
network training process needs to be optimized. Common
loss functions include SX Loss, Euclideanloss, and con-
trastiveloss. The most commonly used loss function in
practical classification tasks is the SomnaxLoss function. The
convolutional neural network can obtain the prediction
ability. The convolutional neural network can establish the
optimal mathematical relationship between the input data
and the label by training the network parameters. The
convolutional neural network adopts the classic error
backpropagation algorithm (BP), and the algorithm with
more parameters generally uses the stochastic network
parameters to realize the real result.

4. Application and Analysis of the Prediction
Model of Urban Street Public Space Art
Design Index

4.1. Data Preprocessing of DCNNs. X1 and X2 are the two
inputs to the network, and W is a shared parameter of the
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network. The purpose of training such a neural network is to
minimize its loss function value when X1 and X2 belong to
the same category; maximize its loss function value. Among
them, the most commonly used loss function was originally
derived from Yann LeCun’s proposal for dimensionality
reduction through invariant mapping. The test set is tested
by the network model, and the test results of the test set of
vehicles, pedestrians, and cyclists are obtained. AP is the
average accuracy rate, and the recall rate and accuracy rate
can only show the limitation of the single point value.
And AP is an indicator that can reflect the global
performance, the area below the P-R curve drawn in the
figure, and the value of AP. mAP is the average of different
kinds of AP values. From the P-R curves of the test set of
vehicles, pedestrians, and cyclists, it can be seen that the
detection effect of vehicles is relatively good, and its de-
tection effect is much better than that of pedestrians and
cyclists, while the detection effect of pedestrians and cy-
clists is average. The analysis found that because the
number of vehicles in the training set is large, there are
many categories, and the target size of the vehicle is large.

log[%] =tx (i, j) x df(li’f;) sin g (i, j)
< . (10)

y (i) B .. f1fs -

log[yTj)] = tx (i, ) o1 7 cos g (i, j)

Among them, X indicates the confidence that the target
contained in the prior box belongs to category P, Q rep-
resents the weight of the two, and the default value is equal to
1. N represents the number of matched prior boxes. To speed
up training, the Alex model uses two GPU parallel struc-
tures. It can be found that the network is divided into parts,
and the two parts have the same structure. Different parts are
allocated to different GPUs, so that multichannel parallel
processing of data can be realized. Data parallelism divides
the training data into two parts to obtain two model pa-
rameters and then combines the two parameters to obtain
the final network model for model parameters.

uZZ‘;rdHH/\(i, j)xg(x) — H[uz (5 )s u? (360)s 1% (563)s st (3, ) 14 (xn)] =0. (11)

The parameters of the entire network are divided into
two parts, and the two parameters are trained on different
GPUs with the same data to perform full city-street-to-city-
street saliency prediction. The collected targets are extensive,
which makes the network model’s generalization ability for
vehicle detection relatively strong, while for pedestrians and
cyclists, due to the changeable shapes of people and changing
clothes, the collection of data sets is based on vehicles on the
road. In the video detection of the driving recorder, the
probability of pedestrians and cyclists appearing on the road
is relatively small, so the collected training sets of pedestrians
and cyclists are relatively small, the number of samples is too

small, and the parameters in the training process are rela-
tively small. The selected fit in Figure 5 is good.

The training process of the network in the experiment is
divided into three stages. First, all test data sets are pre-
trained on the SynthText data set. The SynthText data set
contains 800,000 synthetic art indicators of city streets, and
the city streets are rendered by mixing art indicators. Since
the positions and transformations of the artistic indicators
are to continue training the pretrained model obtained in the
first step using the data set collected and produced by
oneself, the Lasso method performs two-step variable
screening, so that not only the truly influential independent
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TaBLE 2: Classification of neural network output functions.

Regression 1 Regression 2

Regression 3 Regression 4 Regression 5

Input value 2.86 3 3.14 3.28 3.42

Minimum value 2.17 2.27 2.37 2.47 2.57

Maximum value 1.48 1.54 1.6 1.66 1.72

Main value 0.79 0.81 0.83 0.85 0.87

Average value 0.1 0.08 0.06 0.04 0.02

Output value 0.59 0.65 0.71 0.77 0.83
0.8 4

0.7 4

Mixed reality URL structure letter break rate

60 100
Sampling point
—=— Index 1 —v— Index 4
—o— Index?2 —— Index 5

—4— Index 3

F1GURE 5: Distribution of truncation rate of hybrid convolutional neural network.

variables can be selected, but also with the increase of
samples or dimensions, the amount of computation added
by the method in this paper is far less than the above data
mining methods; secondly, in the first process of selecting
nonparametric independent variables, the B-spline basis
expansion is performed on each variable, which fully con-
siders the nonlinear relationship between the independent
variable and the dependent variable and has strong adapt-
ability and flexibility; but the fitting effect is obviously better
than that of the stepwise regression and Lasso methods.
Finally, we continue to train the model with samples to
obtain better model parameters.

4.2. Prediction and Simulation of Public Space Art Design
Indicators. Stepwise regression is to gradually introduce
independent variables into the regression model, and each
introduced independent variable must be tested. The general
regression equation test method is the F test. At the same
time, each introduced variable is tested one by one. If the
variable does not pass the test, the currently introduced
independent variable should be eliminated. If the currently
introduced independent variable passes the test, the variable
will be retained and implemented step by step until the end.
Full connection is actually matrix multiplication, which is
equivalent to feature space transformation, changing high-
dimensional to low-dimensional.

max{(1 - x) (1 - y)} - max{margin — margout} =0. (12)
Therefore, after the convolutional layer operation, the
pooling layer is generally connected to reduce the dimension
of the feature map, and the feature can also be generalized. At
present, the most commonly used pooling methods are as
follows: (1) maximum pooling; (2) average pooling; (3) ran-
dom pooling. The pooling operation is similar to the con-
volution operation. It is also through the sliding window
according to the convolution operation. In the window,
according to the pooling method, the corresponding value is
selected, then the corresponding weight is multiplied, and the
bias term is added. The results are output as eigenvalues.

[1-g(t), box (t)]

< D(g.t)
D(g,1)

_ 1 - I0T (box, box — 1
D(q—l,t)_) OT (box,box — 1)

— I0T (g, 1), (g.t = 1)]

(13)

The advantages of the method based on FisherVector art
index coding are as follows: firstly, mapping features to high-
dimensional space can improve the expressive ability of
urban street features; secondly, different numbers of feature
art index codes can be spliced into art index coding vectors
of the same length. The two city streets to be verified are
separately obtained by means of Fisher Vector art index
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encoding to obtain the art index codes, and then the distance
of the vectors of the two city streets is calculated. In addition,
linear SVM or other classifiers can also be used for mea-
surement, that is, to obtain the squared difference of two
feature vectors of two urban streets and input them into the
SVM classifier, that is, to verify the two urban streets through
the idea of classification. After the VGG16 network, a new
network structure appeared, which is called a deep residual
network. ResNet was introduced in detail in the previous
chapters and will not be described in detail here. This section
uses deep residual networks ResNet-50 and ResNet-101 as
shared convolutional layer networks for training and testing
on the BelagLogos dataset, respectively.

In the DCNN algorithm in Figure 6, two convolution
kernels of size 3 x3 are used to perform convolution op-
erations on the layers respectively. The number of prior
boxes in the graph is 4, 6, 6, 6, 4, and 4 in sequence, so the
number of prior boxes obtained by the DCNN network is
8732, and the calculation formula is as follows. The two 3 x 3
mentioned above convolution kernel: one is used to predict
the confidence of classification. If there are x prior boxes and
y categories of classification, then x * y convolution kernels
are required; the other is used to predict the position of
regression, if the number of prior boxes is x, then 4 *x
convolution kernels are required. Finally, in the second step,
a nonparametric additive model is established, and while
further variable screening is performed, the functional

W lq(t, x)1dxdt x PW [q(t, x — 1)]dxdt = ffpW (g - 1,¢ - 1, x - 1)dgqdtdx.

In the training phase, we first utilize VGG 16 in ILSVRC
CLS. Perform and train on the LOC data set, and then use
the model to extract feature of different scales of the
training samples on multiple convolutional layers, and
match the a priori boxes of different feature layers with the
samples. According to the above matching principle, if the
a priori box matches the ground truth successfully, it means
that the a priori box contains the target. However, since
there are some differences in position and scale between the
a priori box and the ground truth, the purpose of training is
to regress the prior with the same scale and position as the
ground truth as much as possible under the premise that
the category score of the a priori box is high. As shown in
the text, the training sample contains the ground truth of
two streets of different colors. For the ground truth of the
red street, the purple dashed box in the text matches it.

4.3. Example Application and Analysis. Since the number of
ground truths in the training samples is far less than the

max (i, j) + max(i—1,j— 1)+ max(i—2,j—-2)+...+max(0,0) - f(i,j) =0.

Among them, n is the number of feature maps. In the
experiments in this section, n = 6, and Sk represents the ratio

are two hyperparameters
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F1GURE 6: Coding distribution of urban street art indicators.

relationship between variables is well grasped, so the fitting
effect is also extremely good. According to the analysis
results of the example with 99 samples and 53 variables, it
can be seen that the number of variables selected by the
method in this paper is 5 and 12 less than that of the stepwise
regression and Lasso methods, respectively.

(14)

number of a priori boxes, if only matching is performed
according to the principle of maximum intersection ratio,
most a priori boxes are negative samples, which will cause
extremely unbalanced positive and negative samples. The
traditional linear regression model may miss important
information, and the obtained results cannot explain the
dependent variable well, so this paper is based on the cubic
B-spline (Basis-Spline) expansion, the specific form is shown
in the following formula, and it can be seen that the cubic
B-spline first includes the primary, quadratic, and cubic
terms of the independent variable, and then the piecewise
function. Since the nodes of the piecewise function are not
fixed for different samples, this method is called nonpara-
metric in this paper. Return: therefore, the DCNN algorithm
proposes a second a priori box matching principle: for the a
priori box that is not successfully matched under the first
matching principle, if the intersection ratio is with the
positive sample,

(15)

of the size of the prior frame to the feature map. S1 and Smin
that represent the scale,
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respectively. In the experiments in this section, we take 0.8
and 0.05, respectively; through the above formula, it can be
calculated that Sk=[0.05, 0.20, 0.35, 0.50, 0.65, 0.80]. In the
experiment of this section, the aspect ratio a={1, 2, 4, 6, 1/2,
1/3, 1/4} of the prior frame is set, and the purpose is to select
a priori with a richer aspect ratio box to improve the de-
tection effect of small target city streets. Overall, the results
of the whole experiment are basically greater than 0.9.
However, the average accuracy of ResNet-101 is more than
0.2 lower than that of ResNet-50, and more than 0.1 lower
than that of VGG16, indicating the logo street space in the
BelagLogos dataset, ResNet. The depth of -101 is too deep,
making gradient disappearance worse. The above experi-
mental results show that the ResNet-50 model works best as
a logo classification network. We will use the ResNet-50 of
Figure 7 as the shared convolutional layer of the logo
classification network.

11

First, we select the current detection framework with
high accuracy and fast running speed, add the urban street
detection algorithm branch on the basis of the indoor road
segmentation that has been implemented in the previous
chapter, and realize parallel operations of classification,
detection, and segmentation and use it at the end. The sum of
the three loss functions is used to adjust and update the
network parameters to achieve optimality. We select a
deeper basic shared framework to extract features, expand
data sets, and improve optimization algorithms. Finally, the
training and verification are carried out on the MS COCO
public data set and the collected and produced indoor ex-
perimental scene data set, which compress the results of a
single task to show the advantages of the combined
algorithm.

cos|Z; (i, j) - Z; i, j)]

sin[Z, (i, j) + 2, i, )] (16)

Jim Y Z(aT) x (x—i,x - ) =

i,j—00

The random cropping objects are the same as art indi-
cators in urban streets in natural scenes. The random
clipping strategy studied was to randomly set the minimum
fixed-size city street, which is fed into the network. Each
layer of AlexNet contains only one convolutional layer, and
the size of the convolution kernel is 7 x 7, while each layer of
VGGNet contains multiple convolutional layers, the size of
the convolution kernel is 3 x 3, and the size of the convo-
lution kernel is 3x3 in each layer. Max Pooling is used
between products. VGGNet does not use local response
normalization (LRN), because local response normalization
cannot improve the performance of the ImageNet large-
scale visual recognition challenge data set, and it will only
consume more memory and longer computing time, so
VGGNet uses ReLu behind all convolutional layers. Due to
the limited number of datasets collected in the study, it is
easy to overfit the trained model. The study performed data
augmentation operations on the data in the datasets in
Table 3, including changing the size of urban streets, fuzzy
operations on urban streets, and adding noise to city streets
and more.

In addition, by default, each feature map will have a prior
box that is set with two square prior boxes with an aspect

cos[Z; (i, j) = Z (i, j)]

sin[Z; (i, )) + Z (i, j)]

ratio of 1 but different scales. The entire network only uses
the operations learned from this feature from the beginning,
which greatly improves the running speed. Generally
speaking, the better the classification result of a deep con-
volutional neural network on the ImageNet dataset, the
stronger the generalization ability of its deep features. Since
VGGNet has been trained in the ImageNet large-scale visual
recognition challenge set with obtained excellent classifi-
cation results, this paper retains 5 groups of 13 convolutional
layers of the original VGGNet network structure, which will
be used for extraction. 2 fully connected convolutional layers
for features and 1 fully connected layer for classifying fea-
tures are removed, but the input image of size 256 x 256 will
change the feature image obtained after five pooling layers of
the convolutional neural network. As 1/32 of the input
image, that is, 8 x 8, such a resolution obviously does not
meet the needs of the output result. Classic series of models
of R-CNN and Faster R-CNN, it is necessary to extract the
proposed frame first, determine the fixed size of the feature
map through ROI pooling, and then iteratively correct the
position of the proposed frame through training.

i€ [-1,0
for{le[ 1]]’max [d@) +d(k, )] = \max[f (x) = f (x)] + min[ £ () - f (3)]- (17)

jE[O:

The overall prediction accuracy was tested by using the
network models saved at 10,000, 20,000, and 50,000 network
iterations, respectively. When the number of iterations was
10,000, the prediction accuracy was 92.0%, and when the

number of iterations was 20,000, the prediction accuracy was
93.6%. When the number of times is 50,000, the prediction
accuracy is 94.4%. Instead of using a fixed 3 x 3 kernel size,
we use different sized kernels to smooth out predictions. The
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m Detection effect of target city street

Figure 7: Comparison of detection effects of target city streets.

TaBLE 3: Data augmentation algorithm for urban street art indicators.

Number Data augmentation algorithm Code text

1 The study performed test Import java.awt. # ;

2 With a threshold of dxdt Import java.awt.event. * ;

3 The random q(a,b) Import.avax.swing. *; / # s jframe * /
4 Each cropped x? + t* region Public class appgraphinout {

5 Add noise to t,x — 1 Public static void main(string args[]){
6 On urban streets min. (t) New appframe();

7 Data augmentation operation Static void print(string prefix, int n)
8 Overfit the trained g > x model Import java.awt

9 Datasets collected in Vx? + t2 Import javax.swing. *;

10 Compares the F(q — 1,t) results Class appframe extends jframe

11 A prior box with 1 +¢(t) System.out.print(prefix+” “+s+”\n”);
12 Extract the proposed W (g (%, x)) Jtextfieldin = new jtextfield(10);

13 On the basis of §(g(a, b)) Jbuttonbtn = new jbutton(“”);

14 Each feature map min. (f — 1, x) Jlabel out = new jlabel(“”);

15 The entire network map Public appframe()

16 The operations learned from it While(s.length()<4)s = “07+s;

17 The prior g (x)U g (t) box Setlayout(new flowlayout());

18 Sk represents the Va? — b? Getcontentpane().add(in);

19 Actual scale of a +b G.drawoval(x0-1,y0-r,r * 2,r * 2);

new network structure does not need to be retrained; it only
needs to use different scale network models to make pre-
dictions and finally fuse all the available data. The test Faster
R-CNN achieves 70% accuracy on VOC2007. In Faster
R-CNN, the I-Rush N (Region Proposal Nerdors) network
layer is introduced to replace the previous proposal box
selection operation, and the softmax loss is used to regress
the position of the proposal box, enabling testing Faster
R. The accuracy rate of CNN on VOC2007 reaches 73%,
which greatly improves the accuracy.

5. Conclusion

This paper deeply studies the core composition of con-
volutional network and the principles of each operation,
including basic feature extraction network, downsampling,
upsampling, transposed convolution, and other operations.
In view of the low accuracy of the original segmentation
network algorithm in the indoor complex road environ-
ment, an improved fully convolutional neural network art
index segmentation algorithm is designed. The whole



Mathematical Problems in Engineering

framework is divided into two parts. The shallow features are
combined with the deep abstract features, and multiscale art
index information is added, which makes the reference
information for the final prediction and segmentation of the
network more comprehensive. By completing the verifica-
tion on the experimental scene data set, the convergence
speed is improved. In order to better realize indoor scene
understanding, a multitask segmentation algorithm based
on fully convolutional neural network is proposed, which
realizes the segmentation of indoor complex environment.
By adding the target detection branch to the improved urban
street segmentation algorithm, the task of combining urban
street classification, detection, and segmentation is inno-
vatively realized, and the network is further optimized. By
improving the network loss function, using deeper feature
extraction network and model optimization algorithm to
improve the algorithm, and using the transfer learning idea
to adjust the training, the results prove good robustness in
complex indoor segmentation scenes and, at the same time,
improve the average accuracy.
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