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Aiming at the problem that the traditional model has low accuracy in describing stock excess return, in order to further analyze the
change law of stock excess, based on the nonlinear randommatrix and esg factor theory, the traditional learningmodel is analyzed,
and the corresponding optimized deep learning model is obtained by introducing the single ring theorem and statistical data.
�rough the analysis and research of related indexes, the change rules of di�erent indexes are obtained, and the optimization
model is used to calculate and forecast the excess return of stocks. �e results show that the statistics and spectral radius show
typical local linear variation with the increase of eigenvalue. �e corresponding statistics show a trend of gradual increase. �e
corresponding spectral radius has a decreasing variation law, and the two curves have obvious symmetry at some eigenvalues. It
can be seen from the change curves under di�erent factors that the change trend of the yield curve is mainly a�ected by the
investment factor, while the change rule of the speci�c value of the yield curve is controlled by the pro�t factor.�is shows that the
two factors have the same in�uence on the stock excess return. �e in�uence of optimized deep learning model on stock excess
index has typical linear characteristics, which can be divided into linear increase and linear decline according to di�erent change
rules. �e basic type has the greatest in�uence, while the corresponding pattern analysis type has the least in�uence. Finally, the
method of experimental veri�cation is used to verify the stock excess data, and the results show that the optimized deep learning
model can better characterize the experimental results. �erefore, the optimized deep learning model based on nonlinear random
matrix and esg factor can carry out targeted analysis of di�erent types of stock returns, thus improving research ideas and
calculation methods for the application of deep learning model in di�erent �elds.

1. Introduction

Nonlinear random matrix has obvious applications in dif-
ferent �elds: optical phenomena [1], feature learning [2],
structural evolution [3], �nite element analysis [4], noise
monitoring [5], critical value analysis [6], and so on. In view
of the problems existing in graph analysis, model analysis
method was adopted to explore the graph based on relevant
theories of nonlinear random matrix [7]. First, the graph
data with di�erent features were integrated to obtain dif-
ferent kinds of graphs.�en, the data analysis of graphs with
di�erent features was carried out to obtain the optimized
model indicators. Finally, the accuracy of the model was
veri�ed by experimental data. In order to further explore the

change process of perception structure in maglev train,
nonlinear random matrix was adopted to modify the deep
learning model [8]. �us, an optimization model that can
re�ect the changes of magnetic levitation perception
structure can be obtained, through which the targeted
analysis of the perception structure can be carried out.
Relevant experiments were used to verify the superiority of
the model and provide theoretical support for the appli-
cation of the optimization model in other �elds.

�e above studies mainly explore the application of
nonlinear randommatrix in algorithms and other �elds, and
there were few studies on stock excess and other aspects. In
order to carry out the application of deep learning model in
stock excess returns, based on nonlinear randommatrix and
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esg factor theory, the corresponding optimized deep
learning model was obtained by modifying the traditional
deep learning model. (e accuracy of the model was verified
through experiments.(e research shows that the model can
carry out accurate analysis and research on stock excess
returns and other aspects. (e model was used to predict
stocks, and the research results can provide support for the
application of deep learning in different fields.

2. Related Theories of Nonlinear
Random Matrices

A nonlinear random matrix is a matrix whose elements are
random variables in some probability space [9, 10]. To solve
the problem of stock excess returns in nonlinear program-
ming, an optimized random matrix can be established based
on historical data. (is matrix not only has statistical char-
acteristics and obeys the relevant laws of random matrix
theory but also can effectively reflect the operating state of the
system. It is free from the limitation of simplification and
hypothesis of traditional optimization method based on
physical model and achieves the purpose of improving the
accuracy and speed of solution. As a universal big data
analysis method, the random matrix theory has many ex-
cellent characteristics of the empirical spectrum distribution
function, such as the single ring theorem and Marchenko-
Pastur law. Random matrix theory plays an increasingly
important role in the field of big data analysis in recent years.
(e theory obtains some distribution characteristics of data by
studying the eigenvectors and eigenvalues of random matrix.
According to these theorems, the statistical characteristics of
the data can be obtained [11, 12]. By analyzing and comparing
these statistical characteristics, the results we need can be
obtained. Random matrices should actually be divided into
row random matrices and column random matrices. Row
randommatrix refers to the row sum of square matrix is equal
to 1. And a column random matrix is a nonnegative matrix
whose column sum is equal to 1. So a nonnegative matrix that
has both a row and a column sum of 1 is a doubly random
matrix, and the identity matrix is a doubly random matrix.

2.1.Monocyclic*eorem. (e randommatrix A is a complex
matrix and a→i is anm-dimensional row vector.(ematrix A
is first transformed into the standard Hermitian matrix A.

aij � ai + aij − ai  ×
σ ai( 

σ a
→

i( 
. (1)

where ai and σ( a
→

i) are the mean and standard deviation of
row vectors a→i respectively; the mean ai � 0 and standard
deviation σ( a

→
i) � 1 of the transformed row vectors A. In

order to obtain the eigenvalues of the random matrix, the
singular value equivalent squarematrix A is transformed uA.

Au �

�����

AA
H



U. (2)

In the formula, H is the conjugate transpose, U is the
Haar unitary matrix. For L singular value equivalent random
matrices uA, the matrix product Z is computed.

Z � 
L

i�1

Au, i. (3)

(e matrix product Z is processed and converted to the
standard matrix product Z.

zi �
z
→

i��
N

√
σ z

→
i 

, (i � 1, 2, . . . , N), (4)

where z
→

i is the row vector and σ( z
→

i) is the standard de-
viation of the i-th row vector of the matrix product Z.

(e standard matrix values of different row vectors are
different. In order to quantitatively analyze the influence of
row vectors on the standard matrix values, the standard
matrix of different row vectors is drawn by calculating rel-
evant data, as shown in Figure 1. It can be seen from the figure
that the curves between different row vectors show a sym-
metric change characteristic as a whole, and the axis of
symmetry is 4.With the gradual increase of time, the standard
value curves of corresponding different line vectors increase
slowly at first, then increase rapidly to the maximum value,
when it exceeds themaximum value, then decline rapidly, and
finally slowly approach zero. It is worth explaining that the
overall change trend of the curves of different line vectors is
basically the same. (rough analysis, it can be seen that when
the variation range of row vector is 1–4, the corresponding
curve standard value shows a gradually increasing trend with
the gradual increase of row vector. And the lowest value was
nearly three times the highest. When the curve corresponding
to the row vector exceeds 4, the corresponding standard value
data shows a trend of rapid increase. (is shows that the
increase of row vector will make the corresponding data show
a significant improvement.

When N, M⟶∞ and c�N/M satisfies c(0, 1), the
empirical spectral distribution of Z is almost distributed on a
single ring, and its probability density function is as follows:
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Figure 1: Standard matrix values of different row vectors.
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(rough the above analysis and calculation of the cor-
responding formula, the change relationship between the
probability index and the corresponding probability curve
density can be obtained, as shown in Figure 2. It can be seen
from the correlation calculation curve that the corre-
sponding curve has typical piecewise characteristics.When it
is less than the critical value of probability index, the cor-
responding curve of the corresponding probability density
value is parallel to the x axis, but when it exceeds 1, the
corresponding curve is still zero. Only when it is between the
critical value of the probability exponential curve and 1, the
corresponding probability density value shows the charac-
teristics of fluctuation: that is, the trend of slow increase at
first and then rapid increase. (e slope of the corresponding
curve shows a trend of gradual increase, which indicates that
different probability indexes will lead to certain deviation of
the probability density value of the nonlinear random
matrix, resulting in different results. And the corresponding
curve variation range basically stays between 36 and 76.

(rough the quantitative analysis of nonlinear random
matrix, it can be seen that the change of nonlinear random
matrix has typical nonlinear characteristics. In order to
analyze the characteristic root distribution under the single
ring theorem, the variation range of characteristic roots
under different parameters was obtained through the above
calculation, as shown in Figure 3. It can be seen from
Figure 3 that both the real part and the imaginary part of
features have influences on the solving parameters of the
feature function. (e distribution of the corresponding data
is regular on the whole, and the change of the characteristic
root tends to be circular on the whole. However, the feature
roots on the right of the critical curve are mainly concen-
trated within the influence range of the real part, which

indicates that the larger the real part of the feature is, the
larger the variation range of the corresponding feature roots
is, and the larger the corresponding feature imaginary part
is, the more data corresponding to the critical value will be.

2.2. Nonlinear Random Matrix Statistics. In nonlinear ran-
dom matrices, linear eigenvalue statistics can effectively
reflect the distribution characteristics of eigenvalues [13, 14].

(rough the above single ring quantification, we can see
that the statistical data of nonlinear random matrix have a
certain correlation with specific calculation methods
[15, 16]. In order to further analyze the calculation process of
the nonlinear random matrix, we draw the specific flow of
the corresponding nonlinear random matrix, as shown in
Figure 4. (e calculation process in the figure that first, the
corresponding nonlinear original data need to be imported
into the corresponding collection module, and quantitative
data collection and analysis can be realized through the
extraction of the collection module. (en, the nonlinear
random matrix is used to calculate the feature weights of the
relevant data. (en, the above feature weights are imported
into the threshold value of the random function, and the
calculation threshold value of the corresponding feature
weights is obtained by setting the corresponding random
function domain. On this basis, it is necessary to determine
the corresponding characteristic function, which is mainly
based on the selection of certain characteristic function
according to different trend and range of change. (e ei-
genvector of the nonlinear random matrix is calculated by
the eigenfunction, and the corresponding value of the
nonlinear random matrix is finally obtained, so as to obtain
the correlation coefficient. (e characteristic index of
nonlinear random matrix is solved by further analysis of
correlation coefficient. Finally, by setting the relevant op-
timization algorithm, we can eliminate the relevant error
points, so as to make the results have higher accuracy, and
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Figure 2: Probability exponential function change diagram.
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Figure 3: Distribution diagram of characteristic roots under single
ring theorem.
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finally get the relevant data output. (e statistical data
function of the corresponding nonlinear random matrix is
shown as follows:

ςN(ϕ) � 
N

i�1
ϕ λi( , (6)

where ϕ(λi) is the test function.
As a specific object of nonlinear random matrix, the

mean spectral radius describes the average radius distri-
bution of all eigenvalues of matrix A on the complex plane. It
can effectively reflect the statistical characteristics of matrix
eigenvalue distribution, and the corresponding spectral
radius calculation formula is shown as follows:

rMSR �
1
N



N

i�1
λi


. (7)

From the above analysis, it can be seen that the index of
eigenvalue will have a certain influence on the statistics and
spectral radius [17, 18]. In order to analyze this influence
law, relevant data in the above single ring theorem were
imported into the calculation formula for solving, so as to
obtain the change curve of statistics and spectral radius. (e
specific change curve is shown in Figure 5. It can be seen
from the curves in the figure that the calculated curves
between two different statistical radii and spectral radii have
typical nonlinear fluctuation characteristics. To be specific, it
can be seen from the data change curve of statistics that the
curve first presents a linear change characteristic of gradual
increase. When its characteristic value reaches 8, there will
be a typical rapid rise stage. (e reason for the above sit-
uation in this stage is that the jump of characteristic points
leads to a certain increase of corresponding statistics. After
the increase, the curve shows the same linear increase, and
the corresponding slope of the curve is basically the same as

that of the first stage. And when the corresponding eigenvalue
reaches 30, there is a sudden drop phenomenon, which is
contrary to the above increase, and there is a certain decline.
Subsequently, with the further increase of the eigenvalue, the
corresponding statistic shows a trend of gradual increase, and
the slope of the corresponding curve is also approximately
constant, indicating that the curve at this stage is a nonlinear
change. From the change of spectral radius, we can see that it
shows a gradual downward trend as a whole, with a fluctuation
trend of linear decline at first, then rapid decline, and then linear
decline. (e two curves are typically symmetrical in the first
stage.(rough the above analysis, it can be seen that the change
of characteristic values will have an impact on the characteristic
data corresponding to the statistics and spectral radius. And this
effect has obvious regularity, indicating that these two analysis
indicators can be used to analyze the model.

2.3. Esg Factors. Esg stands for Environmental, Social, and
Corporate Governance. Different from traditional financial
performance indicators, esg factors focus more on assessing
the sustainability of stocks from environmental, social, and
corporate governance perspectives [19, 20]. Ethical invest-
ment, responsible investment, green finance, and other
concepts are commonly used to refer to esg investment
concepts. Enterprise idiosyncratic risk, also known as
nonsystematic risk, is different from systematic risk. Idio-
syncratic risk is a risk closely related to internal factors such
as the company’s own financial status and governance
structure and external factors such as industry development
and social dynamics. For the measurement of idiosyncratic
risk, the most direct and most extensive method is to es-
timate the residual by calculating the standard deviation of
the three-factor model.

(e three dimensions of esg factor focus on different
responsibility themes, and each theme corresponds to
several specific indicators to form an organic whole. From
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the perspective of environment, it mainly focuses on the
green investment in the production and operation ac-
tivities of enterprises, the recycling and sustainable uti-
lization of natural resources and energy, and the treatment
of harmful wastes [21, 22]. From the perspective of society,
we mainly examine the expectations and demands of
relevant stakeholders and pay attention to whether the
balance and coordination between stakeholders of en-
terprises can be achieved. (e angle of corporate gover-
nance mainly includes stock returns and ownership
structure.

(e change of esg factor will have a certain influence on
the specific value of nonlinear random matrix. In order to
further analyze the change rule of esg factor, the corre-
sponding analysis process of esg factor is first drawn, as
shown in Figure 6. (e changes of esg have typical block
characteristics. First, the comprehensive performance of esg
can be divided into three parts: environmental performance,
social performance, and corporate performance. According
to the different research contents of the three parts, they
correspond to three modules of environmental protection,
social responsibility, and corporate governance, respectively.
According to the different research contents of esg factor in
the calculation process, it can be divided into two modules:
promoting esg atmosphere and promoting esg development.
Together with the above three modules, they constitute the
changing characteristics of enterprise risk. In the process of
dividing esg factors, it is necessary to consider the influence
of different properties such as risk regulation, industry scale,
enterprise culture, and industry characteristics on the
comprehensive performance of esg. (erefore, through the
above analysis flowchart, we can also see that esg has a strong
integrity and generality, which can specifically reflect the
characteristics of relevant changes with nonlinear random
matrix. (e original sample data are screened as follows: (1)
due to the particularity of financial and insurance industries
and their own business and financial statement standards,
samples of these industries are firstly excluded; (2) exclude
the samples with discontinuous ESG score data and missing
annual report financial data; (3) samples with stock symbols
ST and PT were excluded.

Risk measurement of esg factor: for the measurement of
esg factor, at present, the most direct and most extensive
method is to estimate the standard deviation of residual term
by calculating the three-factor model. However, many
studies copying the three factors have not achieved ideal
results. In order to better analyze the calculation process of
esg factor, an optimized three-factor model is proposed
which is closer to the actual situation of stock market. (is
model has two obvious characteristics: (1) excluding the
influence of stocks accounting for less than 30% when
constructing esg factor; (2) esg factor is based on profit-to-
market ratio.

(e stock esg factor can be estimated by the standard
deviation of the residual term of the optimized three-factor
model, and the specific calculation method is shown as
follows:

Rit � RFt + ai + bi RMt − RFt(  + siSMBt + hiHMLt + εit,
(8)

where Rit is the stock monthly return rate; RFt is the risk-free
interest rate; RMt is the market rate of return; SMBt is the
company size factor; HMLt is the book-to-market ratio
factor; bi is the market regression coefficient; si is scale
regression coefficient; hi is the ratio factor regression co-
efficient; ai is the model regression constant term; εit is the
regression residual.

(e idiosyncratic risk of the stock in year y can be
described as:

IRISKiy � std εiy . (9)

In order to complete the robustness test of the research
results, the esg factor will be further estimated using a five-
factor model, as shown below:

Rit � RFt + ai + bi RMt − RFt(  + siSMBt + hiHMLt

+ εit + riRMWt + ciCMAt,
(10)

where RMWt is the profit factor; is the investment factor; ri

is profit factor coefficient; ci is the investment factor
coefficient.
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Figure 6: Esg factor analysis flowchart.
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(rough the changes of esg factor, we can divide it into
profit factor, investment factor, and corresponding related
parameters. (rough the changes of profit factor and in-
vestment factor under the action of different time, we draw
the corresponding curve of return change, as shown in
Figure 7. It can be seen from Figure 7 that the changes
among different factors have certain volatility, and the
changes of income factor and investment factor will lead to
the increase and decline of income curve to different de-
grees. It can be seen from the profit factor that the cor-
responding curve shows an approximate linear increase
trend with the gradual increase of corresponding time.
When the corresponding time exceeds about 70, the in-
crement of the corresponding curve gradually decreases,
resulting in the slope of the curve gradually tending to
equilibrium. (is shows that with the gradual increase of
time, the corresponding profit factor gradually tends to be
stable, indicating that the longer the time, the corre-
sponding profit factor increment is small. As can be seen
from the investment factor: with the gradual increase of
time, the curve of the investment factor first shows a linear
downward trend, and then when it reaches the lowest point,
with the further increase of time, the curve shows a gradual
upward trend. When the time is around 70, the investment
factor reaches its highest value and then continues to
decline.(is shows that the influence of time on investment
factor shows typical fluctuation characteristics. (e cor-
responding income change curve can be calculated by
investment factor and profit factor. It can be seen from the
income change curve that with the increase of time, the
curve first presents an approximate linear increase trend,
and when it reaches the highest point, it gradually de-
creases. It can be seen from the curve changes that its
change pattern is basically consistent with that of the in-
vestment factor, which indicates that the investment factor
mainly affects the change pattern of the income curve. (e

corresponding growth value is influenced by the profit
factor.(erefore, we can see that both the investment factor
and the profit factor have a great impact on the yield curve.
(erefore, we need to comprehensively consider the in-
fluence of the two factors in the actual calculation process,
so as to get the highest stock excess return.

3. Deep Learning Model Based on Nonlinear
Random Matrix and Esg Factor

Driven by artificial intelligence, the deep learning model
has entered a brand development platform, which requires
more energy for further research and exploration in the
future. Based on artificial neural network, the deep learning
model captures useful key information in complex and
changeable network data, constantly improves the learning
mode, automatically learns key features from the data, and
uses the features to carry out independent recognition and
classification. Since the deep learning model considers
various data calculation processes and calculation methods,
it can effectively solve the problem of poor feature per-
formance through its own active feature learning mode,
thus significantly improving the recognition and prediction
ability of the classification system. Deep learning trains
each network layer, collects feature changes in each layer
together and then maps these features to higher-dimen-
sional space to fully extract features. (e most fundamental
features of data can be learned in high dimensional space,
and the feature will not lose its obvious characteristics due
to the large gradient, which solves the problem of multi-
layer gradient dispersion. (e deep learning model is to
learn the internal rules and representation levels of sample
data, and the information obtained in the learning process
is of great help to the interpretation of data such as text,
image, and sound. (e ultimate goal is for machines to be
able to learn analytically, like humans, and to recognize
data such as text, images, and sound. Deep learning is a
complex machine learning algorithm that has achieved far
more results in speech and image recognition than previous
related technologies.

(e deep learning model starts from the input layer,
and every time features are extracted by convolution with
the input vector through the convolution check, this
feature will be taken as the input of the next layer. After
many times of convolution and pooling, features will
change from one-sided to comprehensive, and finally
abstract and comprehensive information will be obtained.
Deep learning models can improve their results with more
data or better algorithms. For some applications, deep
learning works better on large data sets than other ma-
chine learning methods. Deep learning is more suitable
for unlabeled data, so it is not limited to the field of natural
language processing, which is dominated by entity rec-
ognition. Deep learning models can be divided into
convolution layer deep learning model, pooling layer deep
learning model and full connection layer deep learning
model according to different calculation characteristics
and calculation methods. (e specific basis and content of
division are as follows:
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3.1. Convolution Layer. (e convolution layer in the deep
learning model extracts the characteristic indicators of
calculated data by using convolution operations. Con-
volutional neural network is a deep neural network with
convolutional structure. It is a multilayer supervised
learning neural network. Feature extraction is realized in
two hidden layers, convolution layer, and pooling layer.
(e convolution operation in the convolution layer is
particularly important. (e important information of
feature graph can be obtained by convolution operation,
which provides great help for classification work. It is
worth explaining that the deep learning model can enhance
the data feature point index and reduce the data calculation
process to reduce the noise.

y
l(i,j)

� 
n−1

j�0
W

l(j)
i x

lj
, (11)

where W
l(j)
i is the weight function; xlj is the local convo-

lution region; n is the width of convolution kernel; yl(i,j) is
the output result.

Based on the above analysis, the convolutional layer
calculation formula under the deep learning model is ob-
tained, and the corresponding calculation function under
the nonlinear random matrix and esg factor is shown as
follows:

a
l(i,j)

� f y
l(i,j)

 

� max 0, y
l(i,j)

, z, Rit .
(12)

3.2.PoolingLayer. Pooling layer not only reduces network
parameters in the full connection layer by reducing the
size of the feature matrix but also connects neurons with
different regions in the upper layer. Pooling layer is
important for the computation of deep learning model.
Pooling layer can reduce the structural complexity and
improve the computation speed. At the same time, the
optimal features of the data can be further extracted.
Pooling operations include average pooling and maxi-
mum pooling, and the pooling layer needs to provide the
filter size and step size. (e accuracy and superiority of
data can be improved by using pooling layer to analyze
data.

p
l(i,j)

� max
(j−1)n+1≤t≤jn

a
l(i,j)

, z, Rit . (13)

3.3. Full Connection Layer. After multilayer convolution
and splicing, abstract features in network data have
been extracted into specific and obvious features, com-
pleting an effective data feature extraction process. First,
the full connection layer plays the role of “classifier” in
the whole convolutional neural network. Second, due to
the large number of parameters at the full connection
layer, some recent network models with excellent per-
formance use global average pooling to integrate the
depth features learned. Loss function is used as network

objective function to guide the learning process. Finally,
the full connection layer can act as a “firewall” during the
migration of model representation capabilities.

y
l+(j)

� 
n

i�1
W

l(j)
ij x

lj
+ b

l
j, (14)

where bl/j is the bias quantity of neuron; yl+(j) is the
corresponding output value.

a
l+(j)

�
e

yl+(j)

je
yl+(j)

. (15)

(rough the above analysis, we can see that nonlinear
random matrix and esg factor have obvious characteristics of
nonlinear change. In order to further apply it to the deep
learning model, the exponential substitution method is
adopted to modify and analyze the deep learning model. (e
nonlinear random matrix and esg factor are directly brought
into the different computational layers of the deep learning
model. (e deep learning model considering nonlinear
random matrix, the deep learning model considering esg
factor and the comprehensive model considering two factors
are obtained. In order to further analyze the influence of
different models on stock forecast income, the variation
curves of depth models with the number of iterations under
different influencing factors are drawn, as shown in Figure 8.

It can be seen from the figure that the original deep
learning model shows a slow increasing trend with the
increase of iterations, and the corresponding nonlinear
characteristics are not obvious and the variation range is
small. Considering the nonlinear random matrix, the
corresponding curve of the deep learning model shows an
obvious trend of fluctuation as the number of iterations
increases: (at is, it increases slowly at first and then tends
to be flat. Its maximum value is basically consistent with
the traditional deep learning model. By considering the
change curve corresponding to the deep learning model
under the esg factor, it can be seen that the change factor
of its initial value is large. However, as the number of
iterations increases, the curve gradually tends to be gentle,
and its maximum value is higher than that of traditional
depth models, but the characteristics of deep learning
indicators are not obvious. By comprehensively consid-
ering the curve of the deep learning model under the
action of the two factors, it can be seen that the curve has
typical segmentation characteristics: (at is, the input
prediction value at the initial value is high, which shows a
linear increase trend with the increase of time. When the
current iteration number is about 80, the slope of the
curve tends to be gentle, which still shows a linear feature.
It shows that the optimization model has obvious linear
characteristics and can be used to simulate deep learning
model. (erefore, it can be seen from the optimization
deep learning model under different factors that the
optimization depth model under the action of nonlinear
random matrix and esg factor has good segmentation
characteristics and can describe the typical change
characteristics of stock return indicators.
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4. Application of Optimized Deep Learning
Model in Stock Excess Return Prediction

By introducing nonlinear random matrix and esg factor to
modify the traditional deep learning model, the optimized
deep learning model is obtained, which can describe and
analyze different types of indicators [23, 24]. In order to
analyze the calculation of stock excess return prediction by
the optimized learning model, the corresponding calculation
process is drawn, as shown in Figure 9. As can be seen from
the figure, the calculation process of stock excess return
based on optimized deep learning model can be divided into
input module, calculation module, and output module
according to different calculation contents. (e specific
calculation process is as follows: first, the corresponding data
of stock excess returns are imported into the input terminal,
and the input terminal preprocesses the data, so as to extract
the corresponding data change characteristics. After pre-
processing at the input end, import the stock excess data into
the calculationmodule. At first, backbone computing layer is
used for hierarchical processing of the data proposed, and
then neck computing layer is used for further iterative
calculation of the processed data. By analyzing the influence
of the calculation parameters of the nonlinear random
matrix and esg factor, the more accurate calculation data of
stock excess return are obtained, and then the calculated data
are imported into the output layer for analysis, and finally
the corresponding results are derived.

Relevant studies show that the index of stock excess
return will have a great impact on the calculation of deep
learning model, and the different selection of model pa-
rameters will lead to the difference between the calculation
process and calculation formula, which ultimately makes the
calculation results cannot fully reflect the real situation of
data. By comprehensively considering the influence of dif-
ferent factors, this paper chooses five different indexes to

characterize stock returns, including basic type, quality type,
risk-return type, technical index type, and pattern analysis
type.

By using the deep learning optimization algorithm of the
above analysis to analyze the calculation process of stock
excess return, the histogram changes corresponding to
calculated return indicators under different types are ob-
tained, as shown in Figure 10. According to the change
trends of different indicators in the figure, we can see that the
optimized deep learning model has different influences on
the calculation of different indicators. (e details can be
shown as follows: in the basic type, with the gradual increase

Data input
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Figure 9: Calculation process of stock excess return based on
optimized deep learning model.
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of the number of samples, the corresponding profit value
shows an obvious linear increase trend, and its increase
range is large, with the maximum value 2.5 times of the
corresponding minimum value. As can be seen from the
variation trend of the quality type index, with the increase of
stock excess return samples, the corresponding quality
return value shows a trend of gradual decline. (is indicates
that the increase of sample number will inhibit the increase
of quality type index. (e corresponding risk-return types
also show a linear downward trend. However, its decreasing
range is small compared with the change of quality type,
while the change of technical index type can be seen that the
data show an increasing trend, but the increasing range is
small. (e corresponding pattern analysis types also show a
gradually increasing trend with the increase of sample size.
But its increase and total amount are small. (erefore, we
can see that the basic type, as the highest index of returns,
has the greatest impact on the excess returns of stocks, while
the corresponding pattern analysis type has the least impact.

5. Discussion

Aiming at the problem that the traditional deep learning
model fails to better analyze and describe the stock excess
return, in order to further improve the accuracy of the
analysis of stock excess return, so as to improve the relevant
model and calculation method for the research of stock
excess return. (erefore, the single ring theorem and esg
factor in nonlinear random matrix are respectively intro-
duced into the corresponding deep learning model to obtain
the corresponding analysis optimization model. Based on
the above analysis, it can be seen that themodel can carry out
targeted analysis of deep learning indicators under different
sample numbers.

In order to further analyze and verify the influence of
modular deep learning model on stock excess returns, we
draw the prediction curve of the deep learning model, as
shown in Figure 11. From the change curve in the figure, we
can see that the original data show a fluctuating change
trend, with a typical three-stage change rule: in the first stage,
the curve shows a smooth increase, and with the im-
provement of time, the corresponding forecast data and
curve show a gradually increasing trend. When the corre-
sponding time exceeds 4.5, the curve drops rapidly, and the
corresponding time at this stage is small and the variation
range is large. When the time exceeds 5, the curve enters the
third stage, at which the curve becomes an approximately
constant change rule with the gradual increase of time,
indicating that the time in this stage has almost no influence
on the predicted value. However, the original deep learning
model can better describe the corresponding change pat-
terns of stock excess return data, but the traditional model
cannot carry out more accurate analysis and description on
specific data. It shows that the traditional deep learning
model cannot well analyze and characterize the fluctuations
of stock excess returns. (e optimized deep learning model
can not only accurately describe the changing trend of stock
returns but also better describe the predicted value at the key
nodes. (erefore, it can be seen from the curve changes that

the optimized deep learning model can better describe the
excess returns of stocks. At the same time, the accuracy of
the optimized deep learning prediction model based on
nonlinear random matrix and esg factor is also
demonstrated.

6. Conclusion

(1) It can be seen from the standard matrix values of
different row vectors that, with the gradual increase
of row vectors, the corresponding nonlinear matrix
data shows an obvious increase trend. (is shows
that the improvement of row vector can promote the
improvement of the corresponding data of nonlinear
random matrix to a certain extent. It is worth
explaining that the data under different parameters
have typical symmetry characteristics.

(2) (e probability data in the probability exponential
function change graph has obvious segmentation
characteristics. With the increase of the probability
index of the curve, the corresponding probability
density has obvious nonlinear characteristics. (e
main reason for this is that the corresponding cal-
culation formula in the single ring theorem has
different piecewise functions according to different
analysis contents, resulting in different corre-
sponding curves.

(3) (e deep learning model under the influence of
different factors has different influence rules on stock
excess data. (e deep learning model corresponding
to the nonlinear random matrix and esg factor can
only analyze and describe part of the variation
characteristics of stock excess return data. (e
overall change trend of data cannot be well analyzed,
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Figure 11: Prediction graph of deep learning model.
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while the optimized deep learning model consider-
ing the two factors can better analyze and describe
the excess returns of stocks.
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