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In order to improve the retrieval e�ciency and security of the cloud server, an encrypted cloud data mark and group search
method (MGSM) based on singular value decomposition is proposed in this paper. Firstly, all documents are clustered, then
indexes and query marks are constructed according to classes, and then documents with low correlation are �ltered according to
their matching degree. Secondly, the reserved document index vector is expressed as an index matrix, and the singular value
decomposition (SVD) algorithm is employed to reduce the dimensionality of the matrix. �en, the corresponding threshold is set
to improve the search e�ciency while ensuring accuracy. �irdly, the reduced-dimensional indexes are grouped to reduce the
high-dimensional encryption key to multiple low-dimensional keys, further reducing the index encryption time. �eoretical
analysis and experimental results show that the proposed method is more feasible and more e�ective than the compared schemes.

1. Introduction

With the development of big data and cloud computing
technology, cloud storage has been receiving more and more
attention. Many users and enterprises have begun to out-
source complex data from local sites to commercial public
clouds in order to obtain great �exibility and economic
savings, as well as to realize information sharing and pro-
cessing [1]. However, in the cloud storage environment,
there are also some hidden data security risks, and some
privacy such as personal information or con�dential �les
may also be easily leaked by the server. To ensure that private
information is not leaked, data needs to be encrypted before
being stored in the cloud. Although the encrypted data may
be protected from attacks by illegal users, unauthorized
users, and untrusted cloud service providers, it also brings
practical problems, such as low retrieval e�ciency and high
retrieval di�culty [2].

So far, many scholars have conducted research on
searchable encryption technology [3–6]. �rough these
technologies, users may enter keywords to search encrypted
documents. However, it is not scienti�c to directly apply
these technologies to complex document systems, because

these methods are not only ine�cient in retrieval but also
not suitable for more demanding retrieval requirements.
Some related studies [7–9] also try to improve the �exibility
of ciphertext retrieval, but they still may not sort out the
corresponding data according to the needs of users. �e
existing ciphertext sorting search solution in the cloud
storage environment takes a long time to create and update
the encrypted index, and as the number of documents in-
creases, the retrieval e�ciency will gradually decrease. For
this reason, �nding a solution that may reduce retrieval costs
and improve retrieval e�ciency is the current main research
direction.

�erefore, this paper �rstly �lters documents with low
matching degree with query words by tag matching to re-
duce the number of documents that need to calculate scores,
then reduces the dimension of the remaining index vectors
to reduce the calculation amount of index encryption, and at
the same time sets a threshold to ensure certain accuracy.

�e rest of this paper is organized as follows. Section 2 will
describe the current research progress related to searchable
encryption. Section 3 will introduce the system model, attack
model, and design goals, as well as some symbols used in this
paper. Section 4 presents the proposed cloud data grouping
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encryption sorting search method based on singular value
decomposition [10] in detail. Section 5 will conduct theo-
retical analysis and experimental analysis of the proposed
scheme. Finally, conclusions are drawn in Section 6.

2. Related Work

Searchable encryption technology is to encrypt data and
their indexes and store these encrypted data and encrypted
indexes in a remote server and then search the encrypted
data through a specific trapdoor which is generated
according to the provided searching keywords. Except to
perform storage and search, the cloud server may not obtain
any relevant data information during the whole process.

)e earliest searchable encryption technology was pro-
posed by Song et al. [11]. )is scheme divides the document
into multiple keywords and expands them to the same length
and then encrypts them with a stream password. When
searching, it judges whether keywords exist by comparing
encrypted files with search words, but this full-text search
method is too inefficient. Goh et al. [12] used the secure index
structure of the Bloom filter to store the hash value of the
keywords contained in the index of the file and passed the
Bloom filter to map the search result again during query. Chai
et al. [13] first proposed a “semihonest and curious” cloud
server model. In order to save computation and bandwidth
resources, the server provider may only perform part of the
search operation and return part of the search results. For the
purpose of resisting this kind of server, they proposed veri-
fiable searchable encryption scheme based on word search tree
index structure. In the PKC scheme proposed by Boneh et al.
[3], only those with a public keymaywrite data, and those with
a private key may search, but the encryption calculation is
more complicated and does not support multiple keywords.
Mahajan et al. [14] proposed a hierarchical clustering method
for cloud data protection. An important part of the framework
is data replication and the use of SHA1 hash strategy checking.

In terms of search efficiency, Cao et al. [15, 16] solved the
sorting search problem of encrypted data, enhanced the
usability of the system, and proposed a search scheme based
on multikeyword sorting (MRSE), which calculated the
inner product score by indexing vector and request vector to
sort documents. However, for a large number of documents,
the search is too computationally expensive, time-con-
suming, and not accurate. Saini et al. [17] proposed a
keyword fuzzy search scheme. By constructing a keyword
fuzzy set, users may tolerate spelling errors and format
inconsistencies when searching, but they may not search for
documents related to keyword semantics. Ahmed et al. [18]
improved search efficiency by using encrypted dynamic
index, which may dynamically update the index when the
encrypted data set changes. Some scholars have proposed a
tree-based search scheme. Krishna et al. [19] proposed a
tree-based ranking search scheme, which uses a binary tree
to establish a dynamic index, which reduces index gener-
ation and query time. Pang et al. [20] proposed a verifiable
search encryption scheme, which verifies the query results
through the Merkle Hash tree. Peng et al. [21] used bilinear
mapping to construct a tree-based index encrypted with

addition order and privacy protection function family. )e
cloud server merges these indexes and uses a depth-first
algorithm to search for documents. Chen et al. [22] reported
an efficient and dynamic multikeyword sorting search
scheme. )ey first used coordinated matching to obtain the
relevance of query keywords in outsourced documents and
then used inner product similarity for analysis and finally
used block sparse diagonal matrix and permutation matrix
to improve search speed.

Based on the MRSE scheme, we propose an encrypted
cloud data mark and group search method based on singular
value decomposition (MGSM). First, the vector space model
is used to build an index vector and mark for each document
according to the position of its keywords in the keywords
dictionary, and then an index matrix is generated using these
index vectors. After that, the singular value decomposition
algorithm is employed to reduce the dimensionality of the
index matrix. On the basis of this, the reduced dimen-
sionality indexes are further grouped, which improves the
speed of index encryption. At last, the encrypted index will
be sent to the cloud server. When querying, the cloud server
calculates the inner product of the group index vector and
the group query vector of each document and returns the
first k documents required by the user in descending order.
)e contributions of this paper are summarized as follows:

(1) )e documents are clustered, and the words with
high correlation are extracted by class to construct a
dictionary, so as to generate index marks in the
feature set and filter documents with low correlation
by matching with query marks.

(2) Using singular value decomposition (SVD) algo-
rithm to reduce the dimensionality of the index
matrix and query vector of the document, and by
setting corresponding threshold, the accuracy and
safety of the results are ensured.

(3) )e reduced dimensionality index vectors are
grouped to reduce the dimensionality of each en-
cryption key, thereby improving the search efficiency.

3. Problem Formulation

3.1. System Model. Before introducing the research objec-
tives and main content, the paper first introduces the
searchable encryption system model and threat model. )e
system model of ciphertext retrieval is shown in Figure 1.

)e system model includes the data owner, the user, the
private server, and the public cloud server. )ese four en-
tities and the ciphertext search method form a system model
in which the data owner and the user are honest and
trustworthy, and the cloud server is semitrustworthy.

Data Owner. )e data owner is the entity that owns doc-
uments. It is mainly responsible for extracting the keywords
of each document, establishing the document index, then
encrypting the document and the document index, and fi-
nally uploading the encrypted ciphertext document and its
encrypted index to the cloud server. When you need to
modify the data, repeat the above process.
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Private Cloud Server.)e private cloud server is used to store
the index marks uploaded by the data owners and then
match them with the query marks sent by users and send the
index marks with high matching degree to the public cloud
server.

Public Cloud Server. )e public cloud server is used for
storing the document index uploaded by the data owner and
the encrypted document set, calculating the inner product
score of the encrypted index vector corresponding to the
trap door sent by the user and the index mark sent by the
private cloud server, and then returning the required first k

documents to the user.

User. )e user is a data user. When inputting a query
keyword, a trap door will be generated with the key returned
by the data owner and then sent to the cloud server together
with the query mark. )e cloud server will return the
corresponding encrypted document according to this, and
the user will decrypt the document according to the key.

3.2.AttackModel. In the communication process among the
data owner, the user, and the cloud server, an attacker may
intercept the communication and derive additional infor-
mation from the intercepted information.)e cloud server is
considered “honest and curious.” Specifically, the cloud
server will honestly perform specified operations, but at the
same time it will also try to obtain and analyze private
information from files, indexes, or trapdoors. In this paper,
the cloud server only knows the encrypted data documents,
indexes, and query trapdoors. However, the cloud server is

“curious”; it will learn more information during the search
process, such as query keywords and encrypted document
information, and derive the encryption key based on the
correlation between the trapdoors and the query keywords.
According to the amount of information obtained by the
cloud server, the cloud server attacks are divided into two
categories.

Known Ciphertext. )e cloud server only knows encrypted
information, such as encrypted data sets, the encrypted
indexes, and the trapdoors.

Known Background. )e cloud server may know more in-
formation, such as the association relationship of search
requests (trapdoors), or infer query keywords through
trapdoors and query results.

3.3. Symbol Description. )e symbols and descriptions used
in this paper are shown as follows:

(1) A: the original document set, denoted as A � A1,􏼈

A2 . . . Ak}.
(2) Ai: type i document set, denoted as a set of m

documents Ai � F1, F2 · · · Fm􏼈 􏼉.
(3) W: the keyword dictionary, denoted as W � W1,􏼈

W2, · · · Wk}.
(4) Wi: type i keyword dictionary, denoted as a set of

nonduplicated keywords Wi � w1, w2 · · · wn􏼈 􏼉.
(5) D: set of index vectors in class i, denoted as D �

D1, D2, · · · Dm􏼈 􏼉.

Access control (Key)

Safety control (Trap)

Encrypted documents and
indexes

Query request

Ranked result

Data owner
User

Public cloud server

Private cloud
server

Index mark Query mark

Matching index
identifier

Figure 1: System model of MGSM.
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(6) Di: i-th document index vector, denoted as
Di � (di1, di2 · · · din)T.

(7) 􏽥D: the index vector retained after mark matching,
denoted as 􏽥D � 􏽥D1,

􏽥D2 · · · 􏽥Dc􏼈 􏼉.
(8) Di
′: the index vector of the i-th document after

dimensionality reduction, denoted as Di
′ � (di1′ ,

di2′ · · · dik
′ )T.

(9) D′: set of index vectors in class i after dimen-
sionality reduction, denoted asD′ � D1′,􏼈 D2′ · · · Dc′}.

(10) Pij: the j-th group vector of the i-th document after
dimension expansion.

(11) Pi: the index vector of the i-th document after
dimension expansion, denoted as Pi � (D′Ti , ε1,
ε2 · · · εu, 1)T.

(12) I: the encrypted index set of type i, denoted as
I � I1, I2, · · · Im􏼈 􏼉.

(13) q: the query vector, denoted as q � (q1, q2 · · · qn)T.
(14) q′: the query vector after dimensionality reduction,

denoted as q′ � (q1′, q2′ · · · qk
′)T.

(15) Q: the query vector after dimension expansion.
(16) Q′: the query vector after segmentation, denoted as

Q′ � Q1′, Q2′, · · · Qg
′􏽮 􏽯.

(17) Qi′: the i-th group query vector.
(18) T: the trapdoor.

3.4. Word Interpretation

Keyword Dictionary. Keywords extracted from all classified
documents will form a keywords dictionary after deduplication.

Vector Space Model. Each document is represented by a
vector, the vector’s size is equal to the size of the keywords
dictionary, every dimension of the vector stands for a
keyword, and its value represents the score DS of the
keyword at that location. In the field of encrypted search, the
products of the word frequency tf and the inverse word
frequency idf are usually used to calculate the score DS as
shown in the following equation:

DS � tf · idf . (1)

)e word frequency tf refers to the frequency of a
keyword appearing in the document. )e higher the word
frequency is, the more important the keyword is to the
document. )e inverse word frequency idf refers to the
number of documents containing a certain keyword,
reflecting the importance of the keyword in the entire doc-
ument set. )e greater the number of documents, the lower
the degree of discrimination of keywords from documents.

Document Score. )e document score reflects the degree of
matching between the query keywords and the keywords in
the document. )e cloud server will calculate the document
scores, sort them by value, and return the search results.
When the cloud server receives the query request q′, it may
use (2) and (3) to calculate the score of document Fi [23].

Score Fi( 􏼁 �
1
Fi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽘

wj∈􏽥w

1 + ln fij􏼐 􏼑 · ln 1 +
m

fj

􏼠 􏼡. (2)

Fi

􏼌􏼌􏼌􏼌
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�������������

􏽘

n

j�1
1 + ln fij􏼐 􏼑

2

􏽶
􏽴

. (3)

In the above equation, |Fi| is the Euclidean length of the i-th
document, wj is a keyword in document Fi,fj is the number
of times keyword wj appears in document Fi, 􏽥w is a col-
lection of keywords contained in document Fi, m is the total
number of documents, and fj is the number of documents
containing keyword wj.

3.5. Introduction of Singular Value Decomposition.
Assuming that there is a matrix A of m × n, it can be
transformed into the multiplication of three matrices as
shown in the following equation:

A � UΣVT
. (4)

In the above equation, U is a matrix of m × n whose column
vectors are mutually orthogonal unit vectors and UTU � E,
VT is a matrix of n × n whose column vectors are mutually
orthogonal unit vectors, and VTV � E. DDT and DTD have
the same eigenvalue λi(i � 1, 2 · · · r), where r is the rank of
matrix D. Σ is a matrix of m × n, which has a value of αi ���
λi

􏽰
only at the main diagonal position and 0 at other po-

sitions, where αi is called singular value and E is called
singular value matrix.

Singular values are arranged from big to small in singular
matrix Σ, and the decline range is very large. )erefore, the
original matrix can be roughly represented by the largest first
k singular values and their left and right singular vectors, so
as to achieve the purpose of dimension reduction. )e
specific process is shown in the following equation:

Amn � UmmΣmnVnn
T ≈ UmkΣkkVnk

T
. (5)

)us, we can use right singular matrix Vnk to reduce
the column from n to k as shown in (6). According to the
principle of principal component analysis algorithm, the
right singular matrix Vnk is the projection matrix.

Amk ≈ AmnVnk. (6)

As an index of dimension reduction, if k is too large, it
will lead to information redundancy and high computational
complexity, while if k is too small, it will lead to information
loss and lower accuracy. )us, a threshold θ is introduced as
the standard and uses the ratio of the sum of squares of the
first k singular values to the sum of squares of all singular
values to measure the magnitude of dimension reduction.

4. The Proposed MGSM

)e following will be divided into eight parts to introduce
the proposed cloud data grouping encryption sorting search
method based on singular value decomposition.
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4.1. Generating Dictionary. )e data owner first extracts the
features of documents and constructs corresponding feature
vectors according to the weights of keywords. )en, using
k-means algorithm [24], m document F is classified into k

classes. For all documents in each class, their keywords are
extracted and these keywords are deduplicated. )e key-
words of the same class can be arranged together because of
their high correlation, and then a keyword dictionary with
size n � n1 + n2 · · · nk is constructed, where n is the total
number of keywords in the dictionary and ni is the number
of keywords in class i.

4.2. Mark Matching. For the i-th document in any class, it
can be represented as Di � (di1, di2 · · · din)T. If the word
frequency score of the corresponding position of the key-
word in the document is not 0, the value of marking the
position is 1, and finally a mark Bφi ∈ 0, 1{ }(n) is obtained,
where φ represents the category to which the mark belongs.
Similarly, for the query keywords input by the user, the
corresponding query vector q � (q1, q2 · · · qn)T can be
generated according to the dictionary. If the query keyword
does not match the keyword at the corresponding position in
the dictionary, qi � 0 is set; otherwise the mark is set as 1,
and finally get the query mark b ∈ 0, 1{ }(n) is got. )en, the
private cloud server filters documents with low matching
degree by matching index mark Bφi and query mark b bit by
bit and returns mark Bφi with high matching degree to the
public cloud server.

As shown in Figure 2, it is assumed that the number of
document classifications is 3, the number of documents of
each type is 2, 3, and 2, respectively, and the dimension of
keyword dictionary and mark vector is 15. )e second
category is the document set about cloud computing. )e
keywords extracted from it may include cloud, computing,
encrypted, and search. )ese words will be arranged at
specific positions in the dictionary in sequence, such as the
last part of the dictionary, so that the generated index mark 1
will also concentrate on the last part. When the user input
includes a plurality of related query keywords such as cloud
and search, the matching degree between the query mark b

and the index marks B21, B22, and B23 of the second type
document set is higher, and only the documents with the
highest correlation before need to be returned in the end, so
the documents in the first and third types with lower
matching degree can be filtered without having great in-
fluence on the results, thus avoiding unnecessary score
calculation for all documents and improving the search
efficiency.

4.3. Dimensionality Reduction

Step 1. Generating the initial index matrix. Similar to the
process of creating marks, the i-th document in any class will
be represented as the vector, where Di � (di1, di2 · · · din)T

and dij is the score of the j-th keyword in the i-th document.
)en c index vectors corresponding to the filtered index
marks are expressed as matrix 􏽥D, where 􏽥D � 􏽥D1,

􏽥D2 · · · 􏽥Dc􏼈 􏼉.

Step 2. Using the SVD to reduce the dimension. )en the
reduced-dimensional matrix D′ is obtained, where D′ �
D1′, D2′ · · · Dc

′􏼈 􏼉 and Di
′ � (di1′, di2′ · · · dik

′)T.

4.4. IndexGrouping. For each index vector Di
′, its dimension

is extended from k to k + u + 1, where u is the number of
virtual keywords, the values of (k + 1)-th dimension to
(k + u)-th dimension are set to arbitrary random numbers
εi(i � 1, 2, · · · u), and they obey the same uniform distri-
bution, and the value of (k + u + 1)-th dimension is set to a
constant 1, and the expanded vector is expressed as
Pi � (D′Ti , ε1, ε2 · · · εu, 1)T. Finally, the k + u + 1 elements of
vector Pi are divided into g group and expressed as
Pi � (Pi1, Pi2 · · · Pig)T; if g can be divided by k + u + 1, then
the dimension of vector Pij(j � 1, 2, · · · g) is e1 �

(k + u + 1)/g; otherwise, the dimension of the first g − 1
group vector Pij(j � 1, 2, · · · g − 1) is e1, and the dimension
of the g-th group vector Pig is e2 � (k + u + 1)%g.

4.5. Generating Key. )e data owner randomly generates
2g random invertible group key matrices M1 � M11,􏼈

M12· · ·M1g} and M2 � M21, M22· · ·M2g􏽮 􏽯 and g group di-
vision indicator vector S1, S2 · · · Sg􏽮 􏽯 according to the
grouping number of the index. If g|(k + u + 1), then the
dimension of each group is e1; otherwise, the dimension of
the first g − 1 group vector is e1, and the dimension of the
g-th group vector is e2. )e group keys M1c and
M2c(c � 1, 2, · · · , g − 1) are random reversible group ma-
trices, the dimensions of which are e1 × e1; M1g and M2g

are random invertible group matrices, the dimensions of
which are e2 × e2; and Si ∈ 0, 1{ }e1(i � 1, 2, · · · , g − 1), and
Sg ∈ 0, 1{ }e2 .

4.6. Creating Index

Step 1: Random split. According to each group
indicator vector Sj, the corresponding group
vector Pij(i � 1, 2, · · · , g) of the index vector Pi

is randomly divided into Pij
′ and Pij

″. For any
position r, the rules for segmentation are as
shown in the following equation:

B11

B12

B21

B22

B23

B31

B32

: 1 0 1 1 1 0 0 0 0 1 0 0 0 0 0

: 1 1 1 0 1 0 0 0 0 0 0 0 0 1 0

: 0 0 1 0 0 0 0 0 0 0 1 1 1 1 1

1 11 1

1 1: 0 0 0 0 0 0 0 0 0 0 1 0 1

: 0 0 0 1 0 0 1 0 0 0 1

:

:

0 0 0 0 0 1 1 1 0 1 0 0 0 0 1

0 1 0 0 0 1 1 1 1 1 0 0 0 0 0

b : 0 0 0 0 0 0 0 1 0 0 1 1 0 1 1

Figure 2: Matching process of query mark and index mark.
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Pij
′[r] � Pij

″[r] � Pij[r] for Sj[r] � 0

Pij
′[r] + Pij

″[r] � Pij[r], Pij
′[r]≠Pij

″[r] for Sj[r] � 1

⎧⎨

⎩ .

(7)

Step 2: Index encryption. )e group keys M1c and
M2c(c � 1, 2 · · · , g) are used to encrypt the
divided group index Pij

′ and Pij
″ (i �

1, 2 · · · m.j � 1, 2 · · · g), respectively, and the
encrypt process of the i-th document is, respec-
tively, expressed as Pi

′M1 � Pi1′ M11,􏼈 Pi2′
M12 · · · Pig

′M1g} and Pi
″M2 � Pi1″M21,􏼈

Pi2″M22 · · · Pig
″M2g}; then the entire encryption

process of a document is Pi
′M1, Pi
″M2􏼈 􏼉.

Step 3: )e data owner uploads the encrypted docu-
ments and their encrypted indexes to the cloud
server.

4.7. Creating Trapdoor

Step 1: Creating query vector. First, the user enters
query keywords. )en, they are compared with
each keyword of the keyword dictionary W; if
one of them is the same as the i-th keyword of
dictionary W, then qi � 1 is set; otherwise, qi �

0 is set. Finally, query vector q � (q1, q2 · · · qn)T

is generated.
Step 2: Dimensionality reduction and expansion. )e

projection matrix Vnk is used to reduce the
dimension of the query vector q to obtain the
reduced-dimensional vector q′ � (q1′,
q2′ · · · qk
′)T; then the dimension of q′ will be

expanded from k to k + u + 1. Among them, the
v dimension is arbitrarily selected from k + 1 to
k + u and set to 1; then the rest are set to 0. At
last, the values of the (k + u)-th dimensions will
be multiplied by a random number r and the
value of the (k + u + 1)-th dimension is set to a
random number t. )e expanded final query
vector is expressed as Q.

Step 3: Query vector grouping. )e query vector Q is
divided into g group vectors Q � Q1,􏼈

Q2, · · · Qg}. If g|(k + u + 1), the dimension of
each group is e1; otherwise, the dimension of
the first g − 1 group vector is e1, and the di-
mension of the g-th group vector is e2.

Step 4: Random segmentation. According to each group
indicator vector Sj of the indicator vector S, the
corresponding group vector Qj(j � 1, 2 · · · , g) of
the query vector Q is randomly divided and
expressed as Q′ � Q1′, Q2′ · · · Qg

′􏽮 􏽯 and
Q″ � Q1″, Q2″ · · · Qg″􏽮 􏽯.)e rules of division are as
shown in the following equation:

Qj
′[r] � Qj

″[r] � Qj[r] for Sj[r] � 1
Qj
′[r] + Qj

″[r] � Qj[r], Qj
′[r]≠Qj

″[r] for Sj[r] � 0
⎧⎨

⎩ .

(8)

Step 5: Generate a trapdoor. )e group keys M−1
1c and

M−1
2c (c � 1, 2 · · · , g) are used to encrypt the

divided query group index Qj
′ and

Qj
″(j � 1, 2 · · · , g), respectively. )e encrypted

index is M−1
1 Q′ � M−1

11Q1′, M−1
12Q2′ · · ·􏼈 M1g

′Qg
′}

and M−1
2 Q″ � M−1

21Q1″, M−1
22Q2″ · · ·􏼈 M2g

′Qg
″},

and finally a trapdoor is generated which is
expressed as T � M−1

1 Q′, M−1
2 Q″􏼈 􏼉.

4.8. Query. )e user uploads trapdoor T to the cloud server.
After receiving it, the cloud server calculates the inner
product scores of the index and the trapdoor and then sorts
them in descending order according to the inner product.
Finally, the k encrypted documents with higher scores are
returned to the data consumer. )e calculation process of
the inner product is as shown in the following equation:

Ii · T � Pi
′M1, Pi
″M2􏼈 􏼉 M

−1
1 Q′, M

−1
2 Q″􏽮 􏽯 � Pi

′Q′ + Pi
″Q″ � PiQ

� r Di
′q′ + 􏽘

i∈v
εi

⎛⎝ ⎞⎠ + t � r Score Fi, q( 􏼁 + 􏽘
i∈v

εi
⎛⎝ ⎞⎠ + t.

(9)

5. Performance Analysis

5.1. Complexity Analysis. As the number of documents
increases, the number of keywords also increases, and then
the keyword dictionary becomes larger. )is leads to larger
original index matrix data and more redundant informa-
tion. In the MRSE scheme, the dimension of the encryption
matrix directly depends on the size of the keyword
dictionary; thus the encryption time complexity is
O(m(n + u + 1)2). In order to reduce the dimensionality of
the encryption matrix, we may first construct marks for all
index vectors and query vectors according to the different
categories of their elements. By matching mark vectors, we
filter a large number of documents with low correlation,
thus reducing the time complexity of encryption to
O(c(n + u + 1)2). )en, dimension reduction is realized by
SVD to obtain n singular values in descending order. In
most cases, most of the information is concentrated in the
first k singular values, so the new matrix after dimen-
sionality reduction may be approximate to the original
matrix, and the encryption time complexity will be reduced
to O(c(k + u + 1)2).

)e value of k is different; thus the new matrix obtained
will be different. )e larger the value of k is, the smaller the
magnitude of dimensionality reduction is and the more
original information is retained. On the contrary, the smaller
the value of k is, the greater the degree of dimensionality
reduction is but the less original information is retained.)e
selection of k is directly related to information integrity and
query efficiency; thus we can define a threshold θ to control
the value of k. )e specific expression is as follows:

􏽐
k
i�1 αi

2

􏽐
n
i�1 αi

2 ≤ θ. (10)
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In the above equation, αi represents the i-th singular value of
a matrix.

In order to ensure that the information is not lost as
much as possible, the value of θmay not be too low; thus the
selection of k should not be too small, which leads to limited
dimensionality reduction; thus the time complexity
O(c(k + u + 1)2) is still relatively high.

In order to further reduce the time complexity, we divide
all index vectors and query vectors into g groups; thus the
time complexity is reduced to O(c(k + u + 1)2/g) at this
time.

5.2. Privacy Analysis. Ensuring the security of data infor-
mation is very important for the searchable encryption
process. Under the known background attack model, this
paper conducts security analysis from several aspects of the
key security, the keyword information, the query infor-
mation, and the trapdoor nonrelevance protection.

Key Security. Under the attack model with known back-
ground, the cloud server knows the index encryption process
Pi
′M1, Pi
″M2􏼈 􏼉. For the i-th document, the encryption

process of the j-th (i � 1, 2 · · · g) group vector is expressed
as Pij
′M1j, Pij

″M2j􏽮 􏽯, the dimension of each group vector is
set as kj, and its value is e1 or e2. )e cloud server does not
know the specific process of dimensionality reduction,
grouping, and segmentation. For the encrypted group
vectors 􏽥Pij

′ and 􏽥Pij
″, the following may only be established:

Pij
′M1j � 􏽥Pij

′

Pij
″M2j � 􏽥Pij

″

⎧⎨

⎩ . (11)

M1j and M2j have 2kj
2 unknown variables, and 􏽥Pij′ and􏽥Pij

″ have 2kj unknown variables, but the number of
equations is 2kj, so the cloud server may not derive the secret
key.

Keyword Information Protection. )e introduction of ran-
dom numbers is to prevent information leakage, where
εi(i � 1, 2, · · · μ) satisfies the normal distribution N(μ, σ2), in
which the standard deviation σ is used as a compromise
parameter. When the standard deviation σ is smaller, the
search accuracy is higher, but the relative confusion is less,
and the security is reduced; thus security may be ensured by
setting the value of σ. In the known background model, in
order to allow the introduction of random number εi to
effectively improve security, the system parameter w is also
introduced to ensure that the index vector has at least 2w

different 􏽐i∈Vεi, so that the probability of two having the
same value 􏽐i∈Vεi is less than 1/2w, the number Cv

u of dif-
ferent 􏽐i∈Vεi is not greater than u/v, and u/v � 2 reaches the
maximum value. Considering Cv

u ≥ (u/v)v, u � 2w and v � w

need to be set. εi also needs to satisfy a uniform distribution
N(μ′ − c, μ′ + c), its mean is μ′, and the variance is σ2 � c2/3.
To ensure that εi conforms to the normal distribution
N(μ, σ2), μ′ � μ/w and c �

����
3/w

√
σ should be set.

In addition, the cloud server does not know the number
of keyword dictionaries; due to the fact that threshold θ is

flexible and variable during dimensionality reduction, the
matrix after dimensionality reduction is also changeable,
thereby further improving data security.

Query Information Protection. In order to prevent the cloud
server from inferring the user’s query information from
the trapdoor, the proposed method performs dimen-
sionality reduction, grouping, expansion, random seg-
mentation, and encryption processing on the query
vector, so that the query keyword information will not
appear in the query trapdoor, thereby protecting query
information. In addition, due to the introduction of
random number r and t, different or even same query
requests will have different scores, thereby protecting the
nonrelevance of trapdoors.

5.3. ExperimentAnalysis. )e RFC (Request for Comments)
[25] data is selected as the experimental data set. )e ex-
perimental system is implemented in Java and runs on a
Windows 7 server with an Intel Core i5 (2.5 GHz) processor
and 8G memory.

)e main factor affecting the efficiency of the exper-
iment is the number of documents. )e more documents
there are, the larger the keywords dictionary will be
generated. )e query vector and document vector di-
mensions constructed by the vector space model will be
higher, and the time complexity of encryption will also be
higher. For this reason, we control the vector dimension
and the encryption dimension by adjusting threshold θ
and the number of groups g, respectively, and analyze the
time impact on the MGSM scheme for comparison with
the MRSE scheme.

)e first experiment is about threshold θ selection of
MGSM. )is experiment examines how the generating
trapdoor and query time change as threshold θ changes
when the number of documents is 2000.

)e experimental results are shown in Figure 3. As
threshold θ becomes smaller, the time to execute queries and
generate trapdoors gradually decreases. When it is reduced
from 1 to 0.98, the time of trapdoor generation is reduced
from 1.2 s to 0.38 s, which is a reduction of 68.3%.When it is
reduced from 0.98 to 0.9, the time of trapdoor generation
gradually decreases. For the query time, when threshold θ is
reduced from 1 to 0.98, the time is reduced from 1.6 s to 0.85
s, which is a reduction of 46.9%. When it is reduced from
0.98 to 0.9, the rate of decrease in query time slows down.
Since the value of the threshold will also affect the query
accuracy, we will take θ � 0.98 in the following experiments.

In the second experiment, the MRSE is chosen for
comparison with the MGSM to test the time change of
trapdoors generating and query when the number of doc-
uments changes.

As Figure 4 shows, when the number of files increases
from 1000 to 6000, the trapdoor generation times of the
MRSE scheme and the MGSM scheme are gradually in-
creased. )e trapdoor generation time of the MRSE scheme
increases from 0.8 s to 4.6 s, while that of the MGSM
scheme increases from 0.25 s to 0.8 s. )is is because both
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the index vector and encryption key dimensions for gen-
erating trapdoors have increased. When the numbers of
documents are equal, the MGSM scheme always takes less
trapdoor generation time than the MRSE scheme , and the
rate of increase in the trapdoor generation time taken by
the MGSM scheme is smaller than that of the MRSE
scheme; thus, the MGSM scheme is more efficient than the
MRSE scheme.

From Figure 5, we can see that the high-dimensional
index determines the query time. )e MRSE scheme takes
time to increase from 1 s to 10 s, and the MGSM scheme
from 0.5 s to 3 s. However, due to the fact that the MGSM
scheme reduces its dimensionality, in the case of the same

number of documents, the MGSM scheme takes less time
than the MRSE scheme. In terms of query, the former is
more efficient than the latter.

)e third experiment explores the effect of the number of
groups on the trapdoors generation time in the MGSM
scheme. In the case of threshold, the number of documents is
2000, and the experimental results are shown in Figure 6.
When the number of groups g increases from 2 to 10, the
trapdoor generation time is significantly reduced, from 0.7 s
to 0.3 s, a decrease of 57%. )is is because the group vector
and secret key dimensions after grouping are reduced, while
as g further increases, the time change will gradually sta-
bilize; when g increases from 10 to 20, the decrease is only
7%. Since the value of the appropriate grouping number g

will affect the query time, we will use g � 10 in the following
experiments.
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Figure 4: Comparison of two algorithms in the time of generating
trapdoor with different number of documents.
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Figure 5: Comparison of two algorithms in the time of query with
different number of documents.
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)e fourth experiment is about the influence of the
number of groups and the number of documents on the
generation time of the trapdoor. In the case of threshold
θ � 0.98, the number of files increases from 1000 to 6000,
and the experimental results are shown in Figure 7. As the
number of documents increases, the trapdoor times of
the MRSE and MGSM schemes are gradually increased. )e
time of the MRSE scheme increases from 0.8 s to 4.6 s, while
the number of groups g � 10, and the query time only in-
creases from 0.23 s to 0.7 s; the rate of increase in the
trapdoor generation time taken by the MGSM scheme is
much smaller than that of the MRSE scheme; thus, the
MGSM scheme is more efficient than the MRSE scheme.

In the fifth experiment, we compare the proposed
MGSM with the MRSE scheme on the query accuracy. Here,
we define query accuracy λ as follows:

λ �
α
β

. (12)

In the above equation, β is the number of documents
returned and α represents documents containing query
keywords when the user inputs the querying words to query
the documents.

When threshold θ � 0.98, the number of documents is
2000, and the number of groups g � 10, the experimental
results are shown in Figure 8. When the number of returned
documents is increased from 10 to 50, the query accuracy of
theMRSE scheme is between 0.76 and 0.8. In contrast, due to
the dimensionality reduction operation, the accuracy of the
MGSM scheme is between 0.7 and 0.72; although the ac-
curacy has decreased slightly, it is still relatively stable.

6. Conclusions

)is paper proposes an encrypted cloud data mark and
group search method (MGSM) based on singular value
decomposition. Firstly, documents are clustered, and dic-
tionaries are constructed according to classes. )en, all
documents and query keywords are marked with binary
numbers through vector space model, so that the mark value
1 of the mark vector formed is relatively concentrated. Fi-
nally, documents with low correlation can be filtered by
matching index marks and query marks, thus reducing the
score calculation time of documents. In addition, the
remaining document index vectors after filtering form a
matrix, and singular value decomposition algorithm is used
to reduce its dimension. After that, the index vector after
dimension reduction is encrypted in groups, and the high-
dimensional secret key is divided into multiple low-di-
mensional secret keys. Finally, the following conclusions can
be drawn:

(1) )e retrieval time is inversely proportional to the
threshold value. When the threshold value decreases
continuously, the reduction of retrieval time will
gradually slow down.

(2) Trap generation time and retrieval time have a linear
coefficient relationship with the number of docu-
ments, and both increase with the increase of the
number of documents.

(3) )e retrieval time is inversely proportional to the
number of groups. )e more groups, the less re-
trieval time, but, with the further increase of the
number of groups, the decrease of retrieval time will
slow down.

Although MGSM improves the efficiency of encryption
and search to a certain extent, it still has some shortcomings.
For example, the result of mark matching depends on the
clustering effect of keywords and documents to a great
extent, which may make some marks scattered, resulting in
the wrong filtering of the corresponding documents. In
addition, the dimensionality reduction of vectors improves
the retrieval efficiency, but it will also bring about the
problem of reduced query accuracy, so it is more important
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Figure 7: Time cost of generating trapdoor with different numbers
of groups and documents.
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to choose a suitable threshold to adjust the degree of di-
mensionality reduction. )eoretical analysis and experi-
mental results show that the proposed method is more
feasible and more effective than the compared schemes. In
the following research, further improving query efficiency
and accuracy will be the main direction.
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