
Research Article
Trajectory Similarity Matching and Remaining Useful Life
Prediction Based on Dynamic Time Warping

Lin Huang , Li Gong, Yutao Chen, Dongliang Li, and Guoqing Zhu

Navy University of Engineering, Wuhan 430033, China

Correspondence should be addressed to Guoqing Zhu; zhuguoqing1983@126.com

Received 9 September 2022; Revised 3 October 2022; Accepted 8 October 2022; Published 22 October 2022

Academic Editor: Junwei Ma

Copyright © 2022 Lin Huang et al. �is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Remaining useful life prediction based on trajectory similarity is a typical example of instance-based learning. Hence, trajectory
similarity prediction based on Euclidean distance has the problems of matching and low prediction accuracy.�erefore, an engine
remaining useful life (RUL) prediction method based on dynamic time warping (DTW) is proposed. First, aiming at the problem
of engine structure complexity and multiple monitoring parameters, the principal component analysis is used to reduce the
dimension of multisensor signals. �en, the system performance degradation trajectory is extracted based on kernel regression.
After obtaining the degradation trajectory database, the similarity matching of the degradation trajectory is carried out based on
DTW. After �nding the best matching curve, the RUL can be predicted. Finally, the proposed method is veri�ed by the public
aeroengine simulation dataset of NASA, and compared with several representatives and high-precision literature methods based
on the same dataset, which veri�es the e�ectiveness of the method.

1. Introduction

In recent years, prognostics and health management (PHM)
has attracted progressively more attention in academic and
industrial circles. By transforming the conventional reli-
ability-centered maintenance into state-based maintenance,
PHM plays a signi�cant role in lowering production cost,
improving availability, and providing safety guarantees.
Predicting the RUL is a key task in PHM and has become a
rapidly growing research focus. It involves a variety of
techniques and algorithms in many research �elds, such as
reliability engineering, time-series modeling, and arti�cial
intelligence [1]. For RUL prediction, an increasing number
of methods have been developed, which can be generally
divided into model-based and data-driven methods [2].

�e model-based prediction methods need to deeply
analyze the performance degradation process and physical
failure mechanism according to the domain knowledge, and
establish a physical failure model to predict the failure time
of the equipment [3]. Typical physics-basedmethods include
“Particle Filter” [4, 5], “Wiener model” [6], and “Weibull
Distribution” [7]. For example, Wang et al. [4] proposed a

probabilistic model-based approach for machinery condi-
tion prognosis based on particle �lter in the machinery
degradation process and ran an experimental run-to-failure
bearing test in a wind turbine. Yu et al. [8] developed a
nonlinear-drift-driven Wiener process model considering
three sources of variability for the RUL prediction of
degrading systems. Moulahi and Ben Hmida [9] proposed a
model using the thick-tailed distributions called scale-
mixture normal and developed an expectation-maximum
algorithm to estimate the model parameters.

�e establishment of the physical failure model usually
requires an in-depth analysis of the failure mechanism and
comprehensive consideration of the physical, chemical,
pneumatic, and thermodynamic processes of components,
which restricts their generalization [10]. �erefore, the
model-based prediction methods are generally only appli-
cable to the prediction of the RUL of component-level
equipment. In contrast, data-driven methods only need
historical data to learn and predict equipment status, which
do not require much domain knowledge [11], and draw a
growing number of attentions from researchers. At present,
frequently used data-driven methods include “Support
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Vector Machine” [12, 13], “Hidden Markov Model” [14],
“Relevant Vector Machine” [15], “Gaussian process re-
gression” [16], ensemble prediction technique [17, 18], “Data
Mining” [19], and different types of “Deep Neural Network”
[20, 21]. /ese data-driven methods have been widely used
since they are put forward. It should be noted that digital
twin-driven RUL prediction has rapidly developed in recent
years [22, 23]. For example, Meraghni et al. [24] constructed
a data-driven digital twin, integrated the physical knowledge
of the system, and established an ensemble RUL prediction
system. Xiong et al. [25] studied the aeroengine predictive
maintenance framework driven by digital twin and devel-
oped the implicit digital twin model to improve the effect of
predictive engine maintenance.

Among the numerous data-driven methods, the deg-
radation of a system can be described with relatively simple
hypotheses or constructed knowledge, which are, therefore,
applicable to simple systems or isolated components [26].
Complex systems, however, contain numerous components,
and there is little knowledge about their modes or failure
mechanisms. Existing RUL models are rarely applied suc-
cessfully in complex systems. For instance, machine tools,
wind turbine generators, and aircraft engines are composed
of multiple components, which can cause various failures
under the effect of wear and even lead to system degradation
[27].

One way to solve the above problem is to use the in-
stance-based learning method. /e instance-based learning
algorithm [28] is an effective method to extract system
features and offers a solution to build a system model based
on massive historical data. Past studies on instance-based
learning were mainly focused on fault diagnosis but rarely
concerned system degradation data to evaluate the similarity
of examples in the prediction [29]. Wang et al. [30] intro-
duced an instance-based RUL prediction method called
trajectory similarity-based prediction (TSBP). At present,
the Euclidean distance is directly employed for trajectory
similarity comparison in RUL prediction based on TSBP. In
practice, however, it is difficult to implement comparative
analysis of the degradation trajectory directly using Eu-
clidean distance since each machine has a different life in the
system’s historical database, and each engine has a different
operation time and degrades at a different speed in the test
data. /erefore, dimension reduction methods have been
proposed for degradation trajectory issue, including the
“principal component analysis (PCA)” [31], “linear dis-
criminant analysis (LDA)” [32], “locally linear embedding
(LLE)” [33], and other improved methods combined with
distance for dimension reduction. For example, Liu et al.
[31] developed a global surrogate model based on the PCA
and Kriging model called PCA-K for efficient uncertainty
propagation of dynamic systems in the considered time
interval. Huang et al. used LDA to obtain the optimal
projection vector by combining it with Lagrangian distance.
Yonghe et al. [33] proposed an improved Euclidean distance
by the LLE method to obtain the best feature with separa-
bility in the new feature space.

In addition to the problem of dimension reduction,
another important issue is the matching of degradation

trajectory. Wang [34] introduced a minimum Euclidean
distance method with time delay and a Euclidean distance
method with a degradation factor. Both methods con-
sidered the influence of delay and degradation speed to
some extent, but it remained difficult to compare and
analyze the degradation trajectory with these methods
because the life in the test data varied. Zhang et al. [35]
employed the Relief algorithm and PCA to extract the
low-dimensional orthogonal multivariate degradation
characteristics of the system to perform the RUL pre-
diction. Zhou et al. [36] presented a reduced dimension
kernel recurrence least-squares algorithm to process the
multidimensional sensor data and combined the method
with the hidden Markov models for the remaining life
prediction of multiple sensors.

However, the methods mentioned above do not consider
the following two issues. First, the performance of a system
starts to degrade randomly or because of some unknown
external factors. /e start of performance degradation varies
from sample to sample. Second, system performance de-
grades at varying speeds. In other words, the degradation
curve is consistently monotonic but develops at different
speeds./erefore, it is not satisfactory to simply measure the
similarity based on the Euclidean distance. To solve the
above problems, we propose a matching method based on
DTW. DTW was first applied in speech recognition and
online signature verification [37] and can identify the un-
equal time-series similarity by using the characteristic
matching [38], which is suitable for trajectory matching of
varying speeds and different starting points and has been
widely used in the following areas including automatic hand
gesture recognition [39], speech recognition [40], road
anomaly detection [41], and mechanical fault diagnostics
[42].

In the present work, we aim to tackle the challenges
mentioned above and focus on the prediction of RUL based
on trajectory similarity matching. /e main contributions
presented in this paper are summarized as follows:

(1) A novel RUL prediction method is proposed, which
enables the engine RUL prediction based on ex-
traction and matching of degradation trajectory. In
particular, we propose a method to measure the
similarity between system performance degradation
trajectories based on DTW, which enables the
measurement of similarity between the trajectories at
different lengths of a time series and at different
degradation speeds.

(2) /e specific technical process of the RUL prediction
method based on DTW is designed. /e principal
component analysis is first carried out for dimension
and noise reduction. /en, the kernel regression is
employed for the smoothing and further noise re-
duction of degradation trajectories. Subsequently, we
propose a Euclidean distance measurement method
derived from the likelihood function in order to
improve calculation accuracy. At last, we calculate
the similarity based on the DTWmethod and predict
RUL on this basis.
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(3) /e effectiveness of the proposedmethod is validated
based on the aircraft engine operation data disclosed
by NASA. /e results are compared with related
references to verify the feasibility of the proposed
method. Qualitative analysis shows the proposed
method does not require the construction of an
accurate physical model for the system. Quantitative
analysis of historical monitoring data can accurately
predict the remaining life in terms of sample
similarity.

/e remainder of this paper is organized as follows: the
framework of RUL prediction based on TSBP and the tra-
jectory extraction and similarity measurement methodology
are described in detail in Section 2. /e trajectory similarity
measurement algorithm based onDTW is proposed in Section
3. /e experimental analysis is given in Section 4. Finally,
conclusions and future work are provided in Section 5.

2. RUL Prediction Based on TSBP

For most systems, degradation is irreversible. /e charac-
teristics observed in irreversible degradation may not be
always monotonic, making it very difficult to parametrically
build a model for the degradation process of system per-
formance. Nevertheless, the degradation process can be
represented by the trajectory of the measured states or
characteristics. /e useful life of an instance can, therefore,
be estimated using the actual fault time of similar instances.
/e final RUL prediction is generated by assigning rea-
sonable weights to several estimations of historical data./is
is the basic idea of RUL prediction based on TSBP.

2.1. Framework of RUL Prediction Based on TSBP. TSBP is a
nonparametric method particularly devised for RUL pre-
diction. It extracts several degradation trajectories in the
historical data of a system to generate a degradation model
library. /e similarity between models in the library can be
evaluated by calculating the distance between two degra-
dation trajectories. /e known breakdown time of each
degradationmodel is used to estimate the RUL of the system.
/e framework of RUL prediction based on TSBP is pre-
sented in Figure 1.

/e RUL prediction based on TSBP mainly relies on two
key techniques. One is degradation trajectory extraction,
that is, using the degradation trajectories of training in-
stances to build the instance/local models. /e other is
trajectory similarity measurement, which means to assess
the training instances based on the degradation trajectory
and the similarity between instance models and then obtain
the RUL estimation from each instance model.

2.2. Degradation Trajectory Extraction. /e performance
state of a system may be represented with multiple mea-
surable parameters, and the degradation state is irre-
versible. Extracting the degradation trajectories as an
accurate reflection of the system performance state is vital
to the RUL prediction based on TSBP. In practical RUL

prediction, attention is often paid to long-term system
degradation, and any local variation of the degradation
trajectory may be regarded as a disturbance or noise. /e
PCA is an unsupervised clustering technique and a
common method for reducing the data dimensions. By
reconstructing the projection of sample points by virtue of
orthogonal transformation, the PCA can give the maxi-
mum variance vector of a given dimension in low-di-
mensional space. By abandoning the characteristic vectors
at some minimum characteristic values, it obtains the
integrated variable containing a large portion of infor-
mation for the given dimension.

In practical applications, PCA can be conducted to re-
duce the dimensions of a characteristic vector and convert it
into fewer principal components. Meanwhile, the PCA can
eliminate the linear correlation between variables and inhibit
the noise by integrating a number of the variables. All the
monitored data of a system are generally normalized (with
the mean value 0 and the variance 1) to lower the deviation
that may be introduced by values that are too large in some
of the monitored data. In PCA, the decomposition of the
covariance matrix is conducted for the training and test data
after normalization.

z � z1, z2, . . . , zM( 􏼁
T

� V
T
M · (y − y), (1)

where y is the mean value of y; VT
M is the characteristic

matrix sequentially formed by the characteristic vectors in
correspondence with the first M characteristic values. /ese
characteristics are uncorrelated with each other so that they
are also known as orthogonal degradation characteristics.
/e number of characteristic vectors M is often determined
by calculating its cumulative contribution
θ � (􏽐

P
j�1 λj/􏽐

m
j�1 λj) and making it greater than a certain

threshold, e.g., 90%.
It is assumed that the system has N-dimensional char-

acteristic, z � (z1, z2, . . . , zM)T stands for its first M prin-
cipal components (M≤N), and ZI � z1, z2, ..., zI􏼈 􏼉 is the
time series of these principal components. I denotes the time
stamp of the latest measurement cycle. Let lG be a degra-
dation trajectory model constructed using the time series lZI

of the principal components based on the lth training in-
stance. /erefore, the degradation trajectory model of the
system is represented by a function of principal components
with time t as follows:

l
G: z �

l
g(t) + ε, 0≤ t≤ l

tI, (2)

where ε denotes the noise interference, which is often
simulated by Gaussian noise.

In reference [34], four modeling methods for the deg-
radation trajectory were compared and analyzed in terms of
smoothing ability, training speed, and memory consump-
tion, that is, exponential averaging, moving averaging,
kernel regression, and relevance vector machine regression.
/e kernel regression was found to feature higher memory
consumption but stronger smoothing ability, so it was then
applied in a wider range. For this reason, kernel smoothing is
employed to calculate the degradation trajectory model.
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z(t) �
􏽐

E
i�1 K t, ti( 􏼁zi

􏽐
E
i�1 K t, ti( 􏼁

, (3)

where K(·) is the kernel function, and E denotes the end-of-
life time stamp.

Among various kernels, the Gaussian kernel is the
most widely applied and has been proved to provide more
accurate results than other kernels [43]. In this paper, we
compared four common kernel methods that are appli-
cable and widely used, including the Gaussian kernel,
Laplace kernel, polynomial kernel, and chi-squared
kernel. Figure 2 shows the curve of HI prediction curve
and corresponding fitting residual. It can be seen from the
figure that the prediction curves of the polynomial kernel
and chi-squared kernel are smoother than the others,
while the variance of the prediction curve of the Laplace
kernel is the smallest, and the performance of the
Gaussian kernel is generally stable. Table 1 shows the
comparison of the four kernels in terms of smoothing
ability, training speed, evaluation speed, and storage
consumption. It can be seen from Figure 2 and Table 1
that the polynomial kernel and chi-squared kernel pre-
diction curves are the smoothest and have the fastest
evaluation speed. However, it should be noted that the
key disadvantage of these two methods is that the data are
assumed to have a monotonous trend, that is, when the
time series does not show an obvious trend, the algorithm
may not converge. On the other hand, these two kernel
methods ignore small fluctuations in the time series,
which may correspond to the response of the system in a
certain fault state. /e Laplace kernel can reflect the small
change of time series and has the minimum fitting error.
However, this kernel method is not suitable for the later
trajectory matching, since the excessively tortuous state
change curve cannot well reflect the overall state of the
system. /erefore, we applied the Gaussian kernel as the

fitting method of degradation curve, although this
method has some disadvantages in memory consump-
tion, which is expressed as follows:

KG(x, y) � exp −
‖x − y‖

2

2ρ2
􏼠 􏼡, (4)

where ρ is the parameter “kernel width,” which is often
selected by cross validation.

2.3. Trajectory Similarity Measurement. Measuring the
similarity between the degradation trajectories of a sys-
tem is an important step in RUL prediction based on
TSBP. For this purpose, a method is employed to
quantitatively illustrate and describe the similarity be-
tween two degradation trajectories. Based on the simi-
larity, the time series similar to the sample is
subsequently discovered.

/e trajectory similarity is generally measured by
distance. /e common measuring distances include Eu-
clidean distance, Manhattan distance, Chebyshev dis-
tance, and Minkowski distance. Among them, Euclidean
distance is more widely applied since it follows simple
principles, is easy to understand, and gives a sufficient
presentation of the differences between different points in
a time series. To calculate the uncertainty distribution of
RUL predictions at the same time, the average Euclidean
distance between degradation trajectories is equal to the
distance derived from the likelihood function to some
extent. It is assumed that the system has M linearly in-
dependent principal components after PCA dimension
reduction, and these components are subjected to the
Gaussian distribution with the variance σ2m. Hence, the
similarity of a test sample ZI to the degradation model lG

can be defined as follows:

Historical degradation
trajectory

Historical
data

Test data

Trajectory smoothing

Principal component
analysis

Test engine degradation
trajectory

RUL

RUL,

RUL,

RUL,

DTW algorithm
Ensemble

Similarity
assessment

Sensor signal selection

Figure 1: RUL prediction based on TSBP.
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Figure 2: Kernel method comparison. (a) Gaussian kernel. (b) Laplace kernel. (c) Polynomial kernel. (d) Chi-squared kernel.
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L ZI|
l
G􏼐 􏼑 � 􏽙
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􏽙
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exp −

zmi −
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2

2σ2m
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� 􏽙
M
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I
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􏽘

M

m�1

zmi −
l
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2
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� 􏽙
M

m�1
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· exp −
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I

􏽘

I

i�1
􏽘

M

m�1

zmi − lgm ti( 􏼁( 􏼁
2

2σ2m
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I

.

(5)

/e similarity between the test sample ZI and the
degradation model lG can be defined by the (1/I)th power of
likelihood function as follows:

l
S ≔ L ZI|

l
G􏼐 􏼑􏼐 􏼑

(1/T)

� 􏽙
M

m�1
2πσ2m􏼐 􏼑

− (1/2)
· exp −

1
I

􏽘

I

i�1
􏽘

M

m�1

zmi −
l
gm ti( 􏼁􏼐 􏼑

2

2σ2m
⎛⎝ ⎞⎠,

(6)

where 􏽑
M
m�1 (2πσ2m)− (1/2) is a constant. /e above equation

can be further simplified into the following:

l
S ≔ exp −

1
I

􏽘

I

i�1
􏽘

M

m�1

zmi −
l
gm ti( 􏼁􏼐 􏼑

2

2σ2m
⎛⎝ ⎞⎠. (7)

/erefore, the square of the distance between degra-
dation trajectories can be defined as

l
D

2 ≔ − logl
S �

1
I

􏽘

I

i�1
􏽘

M

m�1

zmi −
l
gm ti( 􏼁􏼐 􏼑

2

2σ2m
. (8)

As shown in the above equation, the form of expression
for the distance derived from the likelihood function is
consistent with the calculation of the average Euclidean
distance. /e algorithms for measuring the similarity be-
tween the degradation trajectories of system performance
and the similarity between the common trajectories based on
distance are distinct for two reasons we mentioned in the
introduction of this paper. Dynamic searching is carried out
to measure the similarity between the trajectories at different
lengths of a time series and at different degradation speeds.

3. Dynamic Time Warping Algorithm

/e DTW is an algorithm based on the idea of dynamic
warping. It can realize both “one-to-one” and “one-to-
many” matching between data points. After overcoming the
restrictions of length matching between data points, it can
match the time series of different lengths.

3.1. Basic Principles of DTW Distance Algorithm. It is as-
sumed that the perfect state of a system is the aligned state in
the initial matching. Two time series are added.
O � o1, o2, o3, ..., on􏼈 􏼉 is the trajectory containing n pieces of
data in the system degradation trajectory model library. T �

t1, t2, t3, ..., tn􏼈 􏼉 includes the degradation trajectory points in
the tested system. /e distance between two points ran-
domly selected in the interval from time series O to time
series T should be calculated to match with the best path of
the nearest distance. Euclidean distance is often used to
calculate the distance between two points, i.e., d(oi, tj) ���������������������

(oix − tjx)2 + (oiy − tjy)2
􏽱

, so as to construct a matrix F of
the distance between O and T:

F �

d s1, t1( 􏼁 · · · d s1, tm( 􏼁

⋮ ⋮ ⋮

d sn, t1( 􏼁 · · · d sn, tm( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (9)

/e element F(i, j) in the matrix F denotes the distance
between oi and tj for the matching of two time series. /e
DTW is essentially a practice of optimization. It describes
the correspondence between the degradation trajectories
with a time warping function that satisfies certain conditions
and determines the best path of the matrix F, which is the
path for the minimum cumulative distance in the matching,
as shown in Figure 3.

To find the best path of the distance matrix F, W is
defined as the best path.

W � w1, w2, w3, . . . , wd, . . . wk􏼈 􏼉,

k ∈ max(n, m), n + m − 1{ },
(10)

where the kth node ofW is wk � (i, j)k. /e mapping of time
series O and T is defined to satisfy the following constraint
conditions.

(1) Boundary Conditions. Path searching starts at w1 � (1,
1) and ends at wk � (m, n). (2) Continuity. Any two
neighboring points of the best path, wk− 1 � (a, b) and wk �

Table 1: Comparison of four data kernel methods.

Kernel method Smoothing power Training speed Evaluation speed Storage consumption
Gaussian kernel Medium Medium Medium High
Laplace kernel Low Slow Slow High
Polynomial kernel Perfect Fast Fast Low
Chi-squared kernel High Fast Fast Medium
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(c, d), satisfy 0≤ |c − a|≤ 1, 0≤ |d − b|≤ 1. (3) Monotonicity.
If wk � (a, b), the next point wk � (c, d) needs to satisfy c −

a≥ 0, d − b≥ 0. /erefore, the points on the best path W are
monotonically upward.

Path searching is assumed to be at the point aij.
According to the above constraint conditions, the next point
in the path searching is above, on the right or upper right of
the point as shown in Figure 4. /e recurrence relation may
be expressed as

wd+1 � wd + min a(i+1)j, a(i+1)(j+1), ai(j+1)􏽨 􏽩. (11)

/e path with the minimum cumulative distance is
selected, i.e., solving the DTW distance, by the following:

DTW(O, T) � Wbest

� min
1
h

�����

􏽘

h

i�1
wi

􏽶
􏽴

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(12)

where h is the warping coefficient. /e time series of dif-
ferent lengths are normalized.

/e similarity between time seriesO and Tcan be defined
by the sum of cumulative cost distances c when the tra-
jectory path is matched until the end. Any step in the cost
distance c is calculated as follows:

c(i, j) � d si, tj􏼐 􏼑 + min
c(i − 1, j − 1),

c(i − 1, j), c(i, j − 1)
􏼢 􏼣, (13)

where c(0, 0) � 0, c(i, 0) � c(0, j) �∞.
/e best path has the minimum cumulative cost distance

c. /e similarity between time series O and T can be
expressed as follows:

DTW(S, T) � c(n, m). (14)

3.2. Calculation Model of Degradation Trajectory DTW
Distance. In the process of system degradation trajectory
matching, system equipment may have different degradation
trajectories and speeds. It is, therefore, difficult to compare
and analyze the trajectories through the time series of fixed
length, as shown in Figure 5. /e DTW can lengthen and
shorten the time series to effectively calculate the similarity
among them, so that it is very suitable for comparing the
degradation trajectories with time series of different lengths.
/e DTW can improve the similarity matching of degra-
dation trajectories. /rough PCA dimension reduction or
health index (HI) extraction, themonitoring data of a system
are reduced to one-dimensional data, and the indexes are
extracted to reflect the systemmonitoring state./is can also
reduce noise.

In practical applications, test samples and historical
samples have different operation times at the initial stage
(system operation state without wear). /e length of sampling
points for historical samples dynamically varies in the simi-
larity analysis of the DTWdistance./e number k of sampling
points is searched to obtain the maximum similarity. In this
case, the Euclidean distance and the likelihood function are
adopted to estimate the DTW similarity as follows:

l
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l
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�������������������������

􏽘

K

i�1

1
I

􏽘

I

i�1
􏽘

M

m�1

zmi−
l
gm ti + τ( 􏼁􏼐 􏼑

2

2σ2m

􏽶
􏽴

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(15)

O
T

(a)

m

n

j

i

W1

W3

Wk

W2

(b)

Figure 3: DTW track data relation and optimal path analysis. (a) Track data relation. (b) Optimal path analysis.
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In the process of system performance degradation, the
trajectory closer to the breakdown point should take up a
larger portion of the measured similarity. Different weights
should be assigned in the entire degradation trajectory. In
the DTW calculation, the kernel density function based on
the radial basis function (RBF) is employed to allocate the
weights. /e weights for different trajectory points are
represented by the following:

vi � exp −
ti − tI( 􏼁

2

2η2
􏼠 􏼡, (16)

where ti is the time of the ith trajectory point for the test
sample; η is the weight control coefficient. /e optimal
parameters are often obtained by virtue of cross validation.
/e procedure of the degradation trajectory similarity
measurement based on DTW is given in Algorithm 1.

4. Verification of the Method

In this paper, the simulation datasets for aircraft engine
performance degradation (run to failure) based on
C-MAPSS are employed to verify the efficacy of the proposed
method [44]. For this purpose, datasets disclosed by NASA
are used to verify the RUL prediction algorithm based on the
DTW distance. /e datasets are first processed to reduce the
multidimensional monitoring data into one-dimensional
data. Subsequently, a DTW algorithm is employed to cal-
culate the similarity between the performance degradation
trajectory of the test engine and that of the engines in the
sample library. After finding the samples with maximum
similarity, weighting is carried out to determine the expected
remaining useful life.

All simulation experiments were carried out in PyCharm
2021 (Community Edition) environment on a PC with an
AMD Ryzen 7 3700X 8-core CPU and 16GB memory.

4.1. EmpiricalDataAnalysis. Figure 6 presents a sketch of an
aircraft engine based on C-MAPSS, containing components

such as fan, combustion chamber, high/low-voltage com-
pressor, turbine, and nozzle.

NASA disclosed five datasets. Each set contained over
100 engines. Each engine started in a healthy operational
state. During their operation, different failures were ran-
domly introduced to simulate system performance degra-
dation. For the state of each engine, 24 variables were
recorded, including three variables for operation setting and
21 variables for monitoring values, such as the number of
work cycles, work environment parameters, and the mon-
itoring data for each work cycle. White Gaussian noise was
added to the monitoring data to simulate the influence of
sensor noise. /e data are used to simulate the actual system
vividly in a highly credible manner.

/e first of the five datasets disclosed by NASAwas taken
as an example to verify the method. Dataset 1 was divided
into a training set and a test set. /e training set consisted of
the samples in the historical database, containing the data of
100 engines for their entire lives from normal operation to
failure. /e test set contained the data of test samples from
their perfect states to failure.

4.2. Evaluation Indicators for Prediction Results. /e com-
mon evaluation indicators for the RUL prediction results
include mean absolute error (MAE), root mean square error,
percentage error, and mean absolute percentage error
(MAPE). In this paper, MAE and MAPE are taken as the
evaluation indicators and calculated, respectively, by

MAE �
1

Ns

􏽘

Ns

j�1
R 􏽢ULj − RULj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,MAPE �
1

Ns

􏽘

Ns

j�1

R 􏽢ULj − RULj

RULj

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,

(17)

where RL􏽢Uj and RULj are the predicted and actual values of
RUL for the jth test sample point, and Ns is the number of
test samples. /e smaller the MAE and MAPE are, the closer
the predicted value given by the model is to the actual value,
and the higher the prediction accuracy is.

aij

a(i+1)(j-1) a(i+1)j

a(i-1)(j+1)a(i-1)j

a(i+1)(j-1)

a(i-1)(j-1)

a(i+1)(j+1)

ai(j+1)

Figure 4: Optimal path search direction.
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On the other hand, the higher RUL prediction causes
more harm than the lower RUL prediction in practical
application. Apart from MAPE, the segmented penalty

factor put forward in [30] is also adopted and expressed as
follows:

Scorei,j �
e

− qi,j/13( 􏼁
− 1, qi,j < 0,

e
qi,j/10( 􏼁

− 1, qi,j ≥ 0,

, i � 1, . . . , N, Score � 􏽘
i

􏽘
j

Scorei,j,

⎧⎪⎪⎨

⎪⎪⎩
(18)

where qi,j � RL􏽢Uj − RULj stands for the deviation of the
RUL prediction for the ith test sample at the time j from the
actual value. /e smaller the score, the more accurate the
RUL prediction is.

In themodel integrationmethod, the upper and lower limits
for the remaining useful life of similar samples are employed
and weighted to determine the RUL prediction as follows:

RULp � r1 · R 􏽢ULmax + r2 · R 􏽢ULmin, (19)

where R 􏽢ULmax and R 􏽢ULmin are the maximum and minimum
predicted values in the similar sample set, and r1 and r2 are
the corresponding weight coefficients.

4.3. Extraction of Aircraft Engine Performance Degradation
Trajectories. First, the historical data of engines in the
training test were analyzed. As shown in the distribution of
data, some sensor signals were constant and did not vary
with the operation of engine. /eir data were removed to
lower the linear correlation between data for the purpose of
noise reduction. /e variation trend of sensor signals was
observed and analyzed, and then, the PCA was employed to
reduce dimensions. /e useful principal components are
extracted as the source of data for the subsequent trajectory
extraction. Table 2 lists the 14 sensor signals that were used
for trajectory extraction.

Figure 7 presents the variation trend of 14 sensor signals
of engine 1# in the training dataset within its life cycle. It
must be noted that all the data had been normalized before
analysis and varied between 0 and 1. As shown in the figure,
the 14 sensor signals of the aircraft engine were monotonic

within the life cycle so that they could be used to extract the
system performance degradation trajectories.

/e PCA was adopted to reduce the dimensions of the
14-dimensional monitoring data. Only the first principal
component was monotonic. As revealed in the test, it
contained approximately 80% of the variance information.
It is, therefore, adopted alone to evaluate the trajectory
similarity. To extract the system’s smooth degradation
trajectories and achieve further noise reduction, two
trajectory point smoothing methods were compared, that
is, kernel ridge regression (KRR) and support vector re-
gression (SVR). As revealed in Figure 8, the performance
degradation trajectories extracted using KRR are smoother
and can better reflect the actual state of system perfor-
mance degradation. In contrast, the SVR curve dramati-
cally fluctuates and deviates from the actual condition.
Hence, KRR was adopted to extract the system perfor-
mance degradation trajectories. An engine starts to
operate in a healthy state so that it is illogical to have its
remaining useful life showing a noticeable downtrend at
this time. /e remaining useful life segmentation model
was, therefore, used. In other words, the remaining useful
life was set as a constant at the initial stage, and the
equipment degradation process was then divided into a
constant stage and a linear decreasing stage./e remaining
useful life at the initial stage was set to 125 [30].

4.4. DTWDistanceMeasurementAnalysis. Figure 9 presents
the results of the DTW distance measurement analysis for
the first five engines in the test dataset to determine the best
path. As shown in the figure, the optimal matched trajectory
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Figure 6: Structure diagram of C-MAPSS aeroengine.
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based on DTW measurement is basically consistent. /e
similarity between DTW distances is generally between 0.1
and 0.2.

4.5. Analysis of RUL Prediction Results. Figure 10 shows the
comparison of the predicted and actual remaining useful
lives. /e predicted value is very close to the actual value so
that the prediction is satisfactory.

Following the practice in [35, 36], the prediction results
are divided into three ranges including advanced prediction,
timely prediction, and delayed prediction. Among them,
timely prediction means that the predicted value is between
− 10 and 13. Table 3 presents a comparison of the prediction
results obtained in this paper in terms of specific indicators
with other models including reduced kernel recursive least
squares (reduced kernel RLS), deep belief network-hidden
Markov model (DBN-HMM), and double-layer random
forest (double-layer RF).

/e comparison reveals that the prediction results
obtained in this paper are relatively better in terms of
evaluation indicators. Evaluation indicators are vital to the
assessment of an algorithm. It must be noted that different
harms of advanced prediction and delayed prediction are
taken into account in the development of the indicator

“score.” /erefore, it is more important than other eval-
uation indicators when a dataset based on C-MAPSS is
used in the RUL prediction. /e smaller the score, the
higher the accuracy of prediction. /e score obtained with
the algorithm is lower than that in [35] by 39%. Moreover,
Table 1 shows that the indicator MAPE for the prediction
results obtained in this paper is higher than that in [35] by
8.15%. It is believed that this must be attributed to the
tendency of MAPE to predict lower than the actual value.
In other words, MAPE imposes a higher penalty on ad-
vanced prediction. In a future study, attention may be paid
to adjusting the focus on the hyperparameter optimization
and the remaining life calculation model after trajectory
similarity matching. Figures 10 and 11 present the pre-
diction error between the actual RUL of the engines and
the prediction results based on the model we proposed.
Based on the prediction error histogram in Figure 11, the
prediction errors are basically subjected to normal dis-
tribution and are around 0, so that the prediction results
are highly credible. Based on the scatter plot of prediction
errors in Figure 12, the prediction error for engines with
remaining useful life cycles of less than 60 is obviously
lower than that for those with cycles between 60 and 130.
Higher prediction errors are generally seen in cycles be-
tween 60 and 130. /e larger error must be caused by the

Table 2: Engine sensor data description.

Symbol Description Units
s2 Total temperature at low-pressure compressor outlet °C
s3 Total temperature at high-pressure compressor outlet °C
s4 Total temperature at low-pressure turbine outlet °C
s7 Total pressure at high-pressure compressor outlet kPa
s8 Physical fan speed rpm
s9 Physical core speed rpm
s11 Static pressure at high-pressure compressor outlet kPa
s12 Ratio of fuel flow to Ps30 —
s13 Corrected fan speed rpm
s14 Corrected core speed rpm
s15 Bypass ratio —
s17 Bleed enthalpy —
s20 High-pressure turbine coolant bleed kg/s
s21 Low-pressure turbine coolant bleed kg/s

Degradation trajectory similarity measurement based on DTW algorithm
Input: Test sample ZI, degradation model lG

Output: Similarity between degradation trajectories L(ZI|
lG)

Process:
(1) Take out the N-dimensional measurable monitoring data of a system, reduce the dimensions through PCA after normalization to

obtain the characteristic vectors of the firstM principal components z � (z1, z2, . . . , zM)T, and utilize kernel regression to obtain
the trajectory model ZI for the test sample.

(2) Using the same parameters for normalization, PCA, and kernel regression, process all the historical samples to obtain the system
degradation trajectory model library lG.

(3) For i� 1 to l (l�number of trajectories in the model library).
(4) For j� 1 to k (k�number of trajectory points in the historical samples).
(5) Calculate Li(ZI|

lGj) � DTW(ZI,
lGj).

(6) Li(ZI|
lG) � min(Li(ZI|

lGj)).
(7) L(ZI|

lG) � min(Li(ZI|
lG)).

ALGORITHM 1: Trajectory similarity measurement algorithm.
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longer remaining useful life of the system, which leads to
less historical data and a shorter degradation trajectory for
DTW distance matching.

/e C-MAPSS dataset contains two failure modes.
Before modeling, most algorithms need the classification
algorithm to classify the datasets in terms of failure mode.
Subsequently, a suitable global model can be constructed.
/e algorithm in this paper does not simply use the failure

mode but integrates the information of different failure
modes to build a unified degradation trajectory model.
Indeed, this is more consistent with actual conditions. A
system may fail for various reasons, and a hybrid failure
mode is very often encountered in practice. /erefore, it is
very difficult to accurately classify the reasons for system
failure in advance. /e above test process and results have
also verified this feature of the algorithm.
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Figure 9: DTW similarity matching of test engine trajectory.
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Table 3: Comparison of prediction results.

Method Score MAPE MAE Timely Advance Delay
DBN-HMM [45] — — 24.54 51 31 18
Reduced kernel RLS [36] 612 — — 40 34 26
Double-layer RF [35] 1567 24.05 — 50 27 23
Degradation similarity [35] 682 18.05 — 63 10 27
Proposed method 417 26.2 12.74 58 22 20
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Figure 10: Comparison of RUL predictions.
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5. Conclusions

A comparative analysis method of degradation trajectory
based on dynamic time warping (DTW) is put forward to
estimate the remaining useful life of a system. /e
principal component analysis is carried out for dimension
and noise reduction, and the characteristics of a system
degradation trajectory are then extracted. Kernel re-
gression is employed for the smoothing and further noise
reduction in degradation trajectories. /e RUL prediction
is conducted through the remaining life weighting of
similar trajectories. In the end, the aircraft engine data
disclosed by NASA are utilized to verify the RUL pre-
diction based on DTW. /e results are compared with
those of the latest references to verify the feasibility of the
proposed method. Qualitative analysis shows the pro-
posed method does not require the construction of an
accurate physical model for the system. Qualitative and
quantitative analyses of historical monitoring data can
accurately predict the remaining life in terms of sample
similarity.

/e RUL prediction based on DTW may bring optimal
results compared to similar methods, but it can still be
further improved. For instance, in the process of practical
application, it is difficult to collect sufficient training data
like the C-MAPSS dataset. In the case of small samples, the
matching of degradation trajectory may be inaccurate; thus,
the RULmay not be accurately predicted. On the other hand,
the prediction method should be adjusted appropriately
when multiple failures occur concurrently in the system. A
feasible way to solve the above problems is to introduce
domain knowledge, induce the possible fault types and
multiple fault combination modes of the system, and con-
duct classification modeling and prediction according to the
characteristics of sensor signals.

/e follow-up research will mainly focus on the re-
search and verification of RUL prediction methods based
on real engine operation data. In the future, the engine
degradation mechanism and RUL prediction will be
studied and verified by using the real data accumulated
during the engine operation, combined with engine vi-
bration, oil analysis, etc., to improve the RUL prediction
accuracy and increase the engineering practicability of the
prediction method.
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