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Research on the price prediction of natural gas is of great significance to market participants of all kinds. In order to predict natural gas prices more reliably, this paper introduces a quadratic decomposition technology based on the combination of variational modal decomposition (VMD) and ensemble empirical modal decomposition (EEMD), which decomposes the residual term (Res) after VMD by EEMD; then, a new hybrid model called VMD-EEMD-Res.-LSTM is constructed in combination with the long short-term memory (LSTM) prediction model. The contribution of this new hybrid model is that, unlike existing application research that combines existing decomposition technology with the LSTM model, it does not ignore the important information contained in the residual after the VMD. In order to verify the predictive performance of the proposed new model, this paper uses the data of the spot price of natural gas in the United States to conduct a multistep-ahead empirical comparative analysis. The results show that the new hybrid model constructed in this paper has significant predictive advantages.

1. Introduction

As a clean energy, natural gas plays an important role in the transformation of the world’s energy system, offering extensive advantages in dealing with global climate change. The development and utilization of natural gas have become important parts of the energy strategies of many countries in the world [1, 2]. In the natural gas market—an important component of the global energy market—the fluctuation of natural gas prices affects the behavior of natural gas suppliers and consumers, the development of the natural gas industry, and the production and operation of enterprises related to natural gas [3]. The reasonable and effective prediction of natural gas prices is helpful for researchers and decision makers in commodity trading and power production planning, allowing them to make better decisions and establish effective risk-avoidance mechanisms. Therefore, accurately predicting natural gas prices has become a concern of many scholars [4].

However, forecasting natural gas prices is a difficult task, largely due to the impact of uncertainties associated with extraction technology and economic factors. The existing research on energy price forecasting can be divided into multivariate forecasting and univariate forecasting according to the different variables involved in the price forecasting research model. In multivariate price forecasting research, the variables involved in the model not only include historical natural gas price data but also other market or policy factors that affect price changes [5, 6]. Univariate forecasting research only involves historical energy price data. This paper’s research scope is aligned with univariate prediction.

Based on the review of research on univariate forecasting of energy prices, the existing forecasting models can be divided into three types. That is, traditional econometric models, single artificial intelligence forecasting methods, and hybrid model forecasting methods.

Regarding traditional econometric models, the classic models employed include autoregressive moving average (ARMA), autoregressive integrated moving average (ARIMA), and seasonal ARIMA (SARIMA) models. These models are based on the assumption that the price time series are stationary and can be modeled using linear relationships. However, real-world energy prices often exhibit nonlinear patterns and seasonality, which can lead to poor forecasting accuracy.

Single artificial intelligence forecasting methods, such as artificial neural networks (ANNs), support vector machines (SVMs), and decision trees, have been widely used in energy price forecasting. These models are capable of capturing complex nonlinear relationships and can handle both linear and nonlinear data. However, they require large amounts of data and can be sensitive to parameters and hyperparameters.

Hybrid models, which combine the strengths of traditional econometric models and artificial intelligence forecasting methods, have shown promising results in recent years. These models can effectively combine the linear and nonlinear components of energy prices while accounting for seasonality and other factors. However, the selection and integration of components can be challenging, and the model may be complex and difficult to interpret.

In this paper, we propose a new hybrid model called VMD-EEMD-Res.-LSTM for natural gas price forecasting. The model combines variational modal decomposition (VMD) and ensemble empirical modal decomposition (EEMD) for decomposing the residual term (Res) after VMD. Then, the long short-term memory (LSTM) model is used to predict the decomposed components. This approach allows the model to capture both linear and nonlinear patterns in the energy price data while accounting for seasonality. The model’s performance is evaluated using multistep-ahead empirical comparative analysis with real-world data from the United States. The results demonstrate the model’s effectiveness in predicting energy prices.

In the second type of prediction research (i.e., research on the single artificial intelligence model), the typical models studied include the artificial neural network (ANN), support vector regression (SVR), inheritance calculation method, and random forest model, among other machine learning models [13–15]. Ceperic et al. [16] made a short-term prediction of the natural gas spot price for a distribution hub (Henry Hub) based on the improved support vector regression model. Mouchtaris et al. [17] used machine learning methods such as support vector machines (SVMs) and regression trees to predict the spot price of natural gas.

Various hybrid methods, the third kind of combination model prediction method, have been developed in recent years [18–20], of which the most typical method used is the TEI@I complex system methodology [21]. Wang et al. [22] constructed a hybrid model for forecasting natural gas prices based on complete ensemble empirical mode decomposition with an adaptive noise sample entropy (CEEMDAN-SE) and a gated recurrent unit network that is optimized by the particle swarm optimization algorithm with an adaptive learning strategy (PSO-ALS-GRU). Liu et al. [23] combined variational pattern decomposition (VMD) and ANN to construct a VMD-ANN method to forecast the futures prices of various energy sources. This hybrid method combined decomposition technology and a prediction model to significantly improve the prediction performance of the whole model, showing better prediction accuracy than the singular model [24, 25].

Of the three methods described above, only the traditional econometric model requires the research object to meet certain statistical assumptions (e.g., data stationarity). Therefore, it has strong limitations when it comes to dealing with nonlinear and nonstationary time series and cannot effectively predict time series with irregular and random characteristics [26, 27]. Unlike the econometric model, the artificial intelligence model trains historical data by using this machine learning technology [28], although it can better deal with nonstationary and nonlinear time series, it is sensitive to parameter setting and easily falls into local minima or over-fitting.

The hybrid TEI@I complex system methodology, which combines decomposition technology and a prediction model, can effectively overcome the limitations of traditional econometric models and single artificial intelligence models while improving the accuracy of prediction [29]. This approach combines decomposition preprocessing techniques with machine learning methods. The time series is decomposed with the signal processing method, and the decomposed components are predicted by the prediction model, which significantly improves the overall prediction accuracy of the model [30].

Based on the existing research on natural gas price prediction, it can be concluded that the precision of a singular forecasting model is limited. In contrast, the hybrid model based on decomposition technology and a forecasting model can effectively overcome the shortcomings of traditional econometric models and single artificial intelligence models.

However, this approach does feature multiple shortcomings. Firstly, in the existing research on forecasting models for natural gas prices, the decomposition of the original series by VMD technology usually only uses one-level decomposition technology; besides, there is no published research on forecasting natural gas prices by combining secondary decomposition technology with a deep learning forecasting model. In addition, the research on prediction models combining decomposition technology and LSTM models ignores the residual term after decomposition, failing to consider the complex information contained in the residual after modal decomposition and weakening the decomposition effect of data [31–33].

The motivation of this paper is that, in view of the shortcomings of the existing research, it proposes the quadratic decomposition technology for the residual term after applying VMD technology; further, it constructs the new VMD-EEMD-Res.-LSTM hybrid prediction model to predict natural gas prices.

Typical methods include wavelet decomposition (WD) [34], empirical mode decomposition (EMD) [35, 36], EEMD [37, 38], and VMD [39], among others. Among the aforementioned methods, the WD algorithm relies on the setting of the basis function, the EMD algorithm is prone to modal aliasing, and the EEMD algorithm has the problem of over-enveloping or under-enveloping due to its lack of mathematical basis and inability to separate components with similar frequencies, which limits the effects of data decomposition.

As an advanced forecasting model, the LSTM model performs excellently in solving prediction problems in the time series energy field [40–42]. However, notice that the analysis is a feature of the forecasting user. Besides, the tools for analysing the prediction results do not belong to LSTM.

Compared with the traditional artificial neural network model, recurrent neural networks (RNNs) can deal with the front-back dependency of time series data more effectively because of their internal self-circulating cells. However, RNN cannot effectively solve the problem of the long-term dependence on time series, and the gradient disappears in the process of propagation. As an advanced forecasting model, the LSTM model performs excellently in solving prediction problems in the time series energy field [40–42].

Compared to the previous research on forecasting natural gas prices with decomposition technology, this new hybrid model is novel for several reasons. After it uses VMD technology to decompose the original price series into several modal components and the residual term, it then
uses EEMD technology to decompose the residual term. Furthermore, the LSTM model is used to predict the decomposed components. Finally, the prediction results of modal components and the residual term are linearly superimposed to form the final prediction results of the original sequence. In order to be consistent with the existing research and prove the superiority of the newly proposed VMD-EEMD-Res.-LSTM hybrid model, this paper constructs nine benchmark models: random forest, RNN, ANN, extreme learning machine (ELM), LSTM, EEMD-LSTM, VMD-LSTM, VMD-Res.-LSTM, and VMD-Res.-LSTM.

Unlike previous methods, the new model proposed in this paper can extract the nonlinear characteristics of natural gas prices more effectively, improve the prediction accuracy of natural gas prices, and maintain stable prediction abilities in all multistep ahead forecasting scenarios, providing a new perspective for univariate prediction research of natural gas prices.

The contribution of this paper is to fill the gap of the existing research on natural gas price prediction, which is achieved in three ways:

1) The advanced decomposition technology is applied to the prediction of natural gas prices, reducing the complexity of natural gas price series. Compared with other decomposition algorithms, the VMD algorithm is an improved decomposition technology that adaptively decomposes the effective components corresponding to each center frequency in the frequency domain, giving it higher decomposition accuracy [33, 43].

2) The LSTM model is introduced into the prediction research, which effectively improves the prediction accuracy. As a variant of RNN, the LSTM model uses long-distance time series information by introducing memory units into the network structure. This allows a more effective description of the long-term dependence between time series data, overcoming two problems: gradient disappearance and its lack of long-term memory ability [40, 41].

3) To verify the accuracy and robustness of the model’s prediction performance, different evaluation indicators (ɛRMSE, ɛMAE, and ɛMAPE) are selected, and all models are applied to the multi-step-ahead forecasting based on the weekly frequency of natural gas prices from the natural gas spot price dataset of Henry Hub, a Louisiana distribution hub for a pipeline system. The paper then tests the effectiveness of different models in capturing the future price dynamics of natural gas under the one-step-ahead, three-step-ahead, and five-step-ahead forecasting scenarios.

The rest of this paper is arranged as follows: Section 2 describes the sub-models of the hybrid model and the specific modeling steps of the VMD-EEMD-Res.-LSTM hybrid model. Section 3 expounds on the empirical results and the corresponding discussion. Finally, Section 4 covers the main conclusions and future research directions of this study.

2. Methodology

The main goal of this paper is to develop a new hybrid model (namely, VMD-EEMD-Res.-LSTM) based on the quadratic decomposition algorithm and the LSTM model, which can be used to forecast the price data of natural gas more accurately and reliably. The following section describes the VMD algorithm, EEMD algorithm, and LSTM model, which constitute the VMD-EEMD-Res.-LSTM hybrid model; the section also explains the steps for constructing the VMD-EEMD-Res.-LSTM hybrid model. Tables 1 and 2 show the key abbreviations and variables (respectively) involved in the equations.

2.1. Variational Modal Decomposition. The variational modal decomposition algorithm determines the optimal solution for variational modes through iteration, and each modal function and the center frequency is constantly updated; then, a set of modal functions with a specific bandwidth is obtained. The VMD algorithm is an improvement of the EMD algorithm, more effectively avoiding problems such as mode aliasing and end-point effects. The VMD algorithm decomposes the signal into $K$, the pre-defined intrinsic modal component (IMF)—that is, the IMF is redefined as a modal function of an input signal $u_k(t)$:

$$u_k(t) = A_k(t) \cos \{ \varphi_k(t) \},$$  \hspace{0.5cm} (1)

where $A_k(t)$ is the instantaneous amplitude and $A_k(t) \geq 0$; $\varphi_k(t)$ is the phase. The instantaneous frequency $\omega_k(t)$ is obtained by solving the first-order differential for $t$ in $\varphi_k(t)$:

$$\omega_k(t) = \frac{d\varphi_k(t)}{dt}.$$  \hspace{0.5cm} (2)

The specific steps are as follows:

Step 1: Perform HHT transformation on each $u_k(t)$ obtained by decomposition to calculate its related analytical signal and marginal spectrum:

$$\left( \delta(t) + \frac{j}{\pi t} \right) u_k(t),$$  \hspace{0.5cm} (3)

where $\delta(t)$ is the unit impulse function.

Step 2: Transform the spectrum of each $u_k(t)$ to its corresponding baseband by adding an estimated center frequency $e^{-j\omega_k t}$:

$$\left[ \left( \delta(t) + \frac{j}{\pi t} \right) u_k(t) \right] e^{-j\omega_k t}.$$  \hspace{0.5cm} (4)

Step 3: The bandwidth of the corresponding mode is estimated by calculating the square of the $L^2$ norm of the gradient, and the following constrained variational problem is constructed:
Table 1: Information on key abbreviations.

<table>
<thead>
<tr>
<th>Unabbreviated form</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variational modal decomposition</td>
<td>VMD</td>
</tr>
<tr>
<td>Ensemble empirical mode decomposition</td>
<td>EEMD</td>
</tr>
<tr>
<td>Empirical mode decomposition</td>
<td>EMD</td>
</tr>
<tr>
<td>Intrinsic modal component</td>
<td>IMF</td>
</tr>
<tr>
<td>Long short-term memory</td>
<td>LSTM</td>
</tr>
</tbody>
</table>

Table 2: Information on key variables.

<table>
<thead>
<tr>
<th>Name of the variable</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_k(t) )</td>
<td>The instantaneous amplitude</td>
</tr>
<tr>
<td>( \omega_k(t) )</td>
<td>The instantaneous frequency</td>
</tr>
<tr>
<td>( \delta(t) )</td>
<td>The unit impulse function</td>
</tr>
<tr>
<td>( N(t) )</td>
<td>The set of white noise</td>
</tr>
<tr>
<td>( f_i )</td>
<td>The memory cell state</td>
</tr>
<tr>
<td>( h_{c+} )</td>
<td>The output of the previous layer</td>
</tr>
</tbody>
</table>

\[
\min_{\{u_k\}, \{w_k\}} \left\{ \sum_k \left\| \frac{1}{\pi t} \left[ \delta(t) + \frac{j}{\pi t} \right] u_k(t) \right\|_2^2 e^{-jw_k t} \right\}, \quad \text{s.t.} \quad \sum_k u_k(t) = f(t), \tag{5}
\]

Step 4: In order to solve equation (5), the quadratic penalty term \( \alpha \) and the Lagrange multiplier \( \lambda(t) \) are introduced, which are transformed into the following unconstrained variational problem:

\[
L([u_k], [w_k], \lambda) = \alpha \sum_k \left\| \left[ \delta(t) + \frac{j}{\pi t} \right] u_k(t) \right\|_2^2 e^{-jw_k t} \right\|_2^2 + \| f(t) - \sum_k u_k(t) \|_2^2 + \langle \lambda(t), f(t) - \sum_k u_k(t) \rangle. \tag{6}
\]

2.2. Ensemble Empirical Mode Decomposition. The EEMD algorithm adds Gaussian white noise with limited amplitude to the signal in each decomposition, using the uniform distribution of the white noise spectrum to automatically distribute signals of different time scales to the appropriate reference scales. At the same time, by using the zero-mean characteristic of white noise, the noise can cancel each other out after being averaged many times, and the influence of noise can be suppressed or even completely eliminated. The specific steps of the EEMD algorithm are as follows:

Step 1: Obtain a population \( X(t) \) by adding a set of white noise \( N(t) \) to the analysis signal \( X(t) \):

\[
X(t) = x(t) + N(t). \tag{11}
\]

Step 2: Apply the EMD algorithm to decompose the signal \( X(t) \) to obtain a set of IMF components, namely,

\[
X(t) = \sum_{j=1}^{n} C_j(t) + r_n(t). \tag{12}
\]

Step 3: Add different white noises \( N_i(t) \) to the analysis signal \( t \), and repeat the above two steps for a total of \( m \) times:

\[
\begin{aligned}
X_i(t) &= x(t) + N_i(t) \\
X_{c+}(t) &= \sum_{j=1}^{n} C_{ij}(t) + r_{in}(t).
\end{aligned} \tag{13}
\]

Combined with Fourier equidistant transformation, the alternate direction multiplier method is used to continuously optimize and update \( u_k^{n+1} (w) \), \( w_k^{n+1} \), and \( \lambda^{n+1} (w) \). Then, the saddle point of (6) is found in the frequency domain—that is, the minimum value in (5). The updated formula is as follows:

\[
\begin{aligned}
\lambda_k^{n+1} (w) &= \lambda_k^n (w) + r \left[ \tilde{f}(w) - \sum_k \tilde{u}_k^{n+1} (w) \right], \tag{9}
\end{aligned}
\]

\[
\begin{aligned}
\tilde{u}_k^{n+1} (w) &= \frac{\int_0^\infty \omega^{n+1} \tilde{u}_k^{n+1} (w) \, dw}{\int_0^\infty \left| \tilde{u}_k^{n+1} (w) \right|^2 \, dw}, \tag{8}
\end{aligned}
\]

\[
\begin{aligned}
u_k^{n+1} (w) &= \frac{\int_0^\infty \left| \tilde{u}_k^{n+1} (w) \right|^2 \, dw}{\int_0^\infty \left| \tilde{u}_k^{n+1} (w) \right|^2 \, dw}, \tag{7}
\end{aligned}
\]

where \( n \) is the number of iterations.

Step 5: Specify the maximum number of iterations as \( N \), so that a positive number \( n \) can satisfy the condition \( \leq N : \)

\[
\sum_k \left\| \tilde{u}_k^{n+1} - \tilde{u}_k^{n+1} \right\|_2^2 < \varepsilon. \tag{10}
\]

If there is any \( \varepsilon > 0 \) that can satisfy the (10), and the iteration is finished; otherwise, return to Step 4. Then, perform inverse Fourier transform on the frequency domain results of the \( K \) IMFs obtained by solving (7) to obtain time domain signals.
Step 4: Take the mean value of the corresponding $m$ groups of IMF components as the final EEMD decomposition result, namely,

$$c_j(t) = \frac{1}{m} \sum_{i=1}^{m} C_{ij}(t).$$

(14)

2.3. Long Short-Term Memory. The core idea of the LSTM model is to introduce the memory unit and gating unit. The memory unit can keep the state over the passage of time, while the nonlinear gating unit can be used to adjust the inflow and outflow of information. Figure 1 shows the typical structure of the LSTM model, including the input gate, the forget gate, and the output gate. The LSTM model maintains and updates the state of memory cells through these three types of gate structures.

The information forgotten by the memory unit is determined by the sigmoid layer of the forget gate. The input is the input of the current layer $x_t$ and the output of the previous layer $h_{t-1}$. The output of the memory cell state at time $t$ is as follows:

$$f_t = \sigma(W^{(f)}x_t + U^{(f)}h_{t-1} + b^{(f)}),$$

(15)

The information stored in the memory cell state mainly consists of two parts. First, the result of the sigmoid layer of the input gate is used as the updated information. Secondly, the vector newly created by the tanh layer is added to the memory cell state. The old memory cell state $f_t$ is multiplied by $c_{t-1}$ to account for forgotten information, and an update of the memory cell state is generated together with the new candidate information $i_t, u_t$.

$$i_t = \sigma(W^{(i)}x_t + U^{(i)}h_{t-1} + b^{(i)}),$$

$$u_t = \tanh(W^{(u)}x_t + U^{(u)}h_{t-1} + b^{(u)}),$$

$$c_t = i_t \otimes u_t + f_t \otimes c_{t-1}.$$  

(16)

The output information is determined by the output gate. First, the sigmoid layer is used to determine the partial information of the memory cell state to be the output; then, the memory cell state is processed by the tanh layer. Finally, the output value is the product of these two pieces information.

$$c_t = i_t \otimes u_t + f_t \otimes c_{t-1},$$

$$h_t = \sigma_t \otimes \tanh(c_t).$$  

(17)

2.4. Construction of the Proposed VMD-EEMD-Res.-LSTM Hybrid Model. In order to address the deficiency of the existing research, this paper proposes a new VMD-EEMD-Res.-LSTM hybrid model by combining the secondary decomposition technology and the LSTM model. Figure 2 shows the construction flow of the VMD-EEMD-Res.-LSTM hybrid model. The detailed modeling steps of this model are as follows:

Step 1: (VDM application and residual term): Firstly, use VMD to decompose the original natural gas price series to obtain each modal component VMF. Then subtract the sum of each VMF component’s data from the original time series data to determine the residual term after applying VMD.

Step 2: Normalize the decomposed VMF components, then select an appropriate number of training samples and test samples. The LSTM model is used to train each VMF component, obtaining their prediction results.

Step 3: (EEMD and LSTM phase): First, apply EEMD to the residual term. Then, with LSTM predict each IMF component. Finally, superimpose the prediction results of each subsequence to obtain the final prediction result of the residual term.

Step 4: (Final prediction): Superimpose the prediction results of each component and the residual term after applying VMD technology to obtain the final prediction result of the original price series.

3. Experiments

3.1. Source of Data. This paper selects the weekly frequency spot price series from the Henry Hub’s natural gas spot price dataset as its empirical research (https://www.eia.gov/dnav/ng/hist/rngwhhdw.htm). The date range of this sample series is from January 10th, 1997, to February 4th, 2022, which contains 1,308 pieces of trading data (among which the first 1,158 are training samples, and the last 150 are test samples). Figure 3 shows the trend of the sample data. Table 3 shows the results of descriptive statistics on the sample data. According to the results in Table 3, the skewness of the
sample data is greater than 0, and the kurtosis value is greater than 3, showing nonlinear and irregular distribution characteristics. In addition, the empirical research on all prediction models in this paper is all implemented in Matlab 2019b.

3.2. Data Processing. In order to ensure the training effect of the LSTM model, it is necessary to normalize the subsequence data of each modal component. In this paper, the min-max dispersion standardization method is used to linearly process the data, and its expression is as follows:

\[ x' = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \]  

where \( x' \) is the standardized subsequence data, \( x \) is the original value, and \( x_{\text{max}} \) and \( x_{\text{min}} \) are the maximum and minimum values, respectively.

3.3. Benchmark Models. In order to verify the prediction ability of the VMD-EEMD-Res.-LSTM hybrid model proposed in this paper, this paper selects and builds nine benchmark models for comparative research in accordance with the existing literature’s research path. These benchmark models include five single prediction models (random forest, RNN, ANN, ELM, and LSTM) and four hybrid models (EEMD-LSTM, EEMD-VMD-LSTM, VMD-LSTM, and VMD-Res.-LSTM).

Among these benchmark models, the random forest, RNN, ANN, ELM, and LSTM models are singular prediction
models without decomposition technology. The EEMD-LSTM model means that, after applying EEMD technology to the natural gas price series, the residual term is discarded. Then, an LSTM model is used to predict a series of decomposed IMF components, and, finally, the prediction results of each component are superimposed. The EEMD-VMD-LSTM model means that, after applying EEMD technology to the natural gas price series, the residual term is discarded. Then, the first high-frequency component (IMF1) is decomposed by VMD. Next, the LSTM model is used to predict each component after decomposition. Finally, the prediction results of each component are superimposed. The VMD-LSTM model is used to apply the VMD technology to the natural gas price series, ignoring the residual term and using the LSTM model to predict a series of VMF components obtained by decomposition; finally, the prediction results of each component are superimposed.

Unlike the other constructed hybrid benchmark models, the VMD-Res.-LSTM model retains the residual term obtained after decomposition from applying VMD technology to natural gas price series, then uses the LSTM model to predict each component and the residual term after decomposition. Finally, it superimposes the prediction results of each component and the residual term. The hybrid model proposed in this paper and named VMD-EEMD-Res.-LSTM has the features shown in Table 4; as can be seen, it has additional good features that other models in the area do not have.

In addition, the research of this paper pertains to the quantitative prediction of a single price variable, adopting the rolling forecasting strategy to make one-step-, three-step-, and five-step-ahead forecasting for all models; that is, the data of the first six trading days are used to predict the data of the seventh, ninth, and 11th trading days.

3.4. Evaluation Indicators of Prediction Results. In this paper, three evaluation indexes; i.e., root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE), are selected to test the prediction effects of different models. The calculation formulas of each index are as follows:

\[
\begin{align*}
\text{RMSE} &= \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}, \\
\text{MAE} &= \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|, \\
\text{MAPE} &= \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right|
\end{align*}
\]

(19)

where \( y_i \) and \( \hat{y}_i \) are the true value and predicted value of the price series, respectively, \( n \) is the scale of the test sample, and \( i \) is the serial number of the test sample. The smaller the index values of \( e_{\text{RMSE}}, e_{\text{MAE}}, \) and \( e_{\text{MAPE}}, \) the higher the prediction accuracy of the model.

3.5. Experiment Results. To show the advantages of the proposed hybrid model in forecasting natural gas price series, this paper divides the benchmark model into two groups of methods for the empirical analysis: a single forecasting model and a hybrid model combined with
decomposition technology. After analyzing the prediction results of a single model, the proposed hybrid model is compared with the prediction results of other hybrid benchmark models.

### 3.5.1. Analysis Results of the Single Prediction Model

Table 5 shows the numerical results of the one-step-, three-step-, and five-step-ahead forecasting of natural gas price series using a single prediction model. Figures 4–5 compare the results of the one-step-, three-step-, and five-step-ahead forecasting of different single models, respectively.

Specifically, Table 2 shows that, compared with the random forest, RNN, ANN, and ELM models, the LSTM model has the best prediction performance in the multi-step prediction scenario, with lower $\epsilon_{\text{RMSE}}$, $\epsilon_{\text{MAE}}$, and $\epsilon_{\text{MAPE}}$ values than other models. Taking the numerical results in the one-step-ahead forecasting scenario as an example, the values of $\epsilon_{\text{RMSE}}$, $\epsilon_{\text{MAE}}$, and $\epsilon_{\text{MAPE}}$ for the random forest, RNN, ANN, ELM, and LSTM models are (0.9802, 0.3454, 0.1039), (1.0545, 0.4440, 0.1545), (0.9468, 0.4196, 0.1268), (1.1615, 0.3743, 0.1176), and (0.9107, 0.3401, 0.1029), respectively. Additionally, the improvement degree of the LSTM’s model prediction results are (7.09%, 1.53%, 0.96%), (13.63%, 23.4%, 33.39%), (3.81%, 18.94%, 18.84%), and (21.59%, 9.13%, 12.5%), respectively. Based on the results of Figures 3–5, the prediction effect of the LSTM model in different scenarios is better than that of other models, which is closer to the real curve of natural gas prices.

This result shows that the LSTM model can effectively capture the data characteristics of natural gas price series, improve the accuracy and stability of natural gas price prediction, and result in better prediction performance than other single models. Therefore, the LSTM model is chosen as the prediction model of the hybrid model constructed in this paper.

### 3.5.2. Analysis Results of the Hybrid Prediction Model Combined with Decomposition Technology

Table 6 presents the numerical results of the hybrid model combined with the decomposition technique for the multistep-ahead forecasting of natural gas prices. Figures 7–9 compare the results of the one-step-, three-step-, and five-step-ahead forecasting of different hybrid models, respectively. Comparing the fitting effects of different models on the real values, it is evident that, with the increase of the number of prediction steps, the fitting ability of all models decreases; that is, the prediction error increases.

In addition, by comparing the numerical results in Tables 5 and 6, it can be inferred that, although the prediction ability of the LSTM model is better than that of other singular prediction models, its prediction performance is still inferior to any hybrid model combined with decomposition technology. Although singular artificial intelligence models have certain advantages in dealing with nonlinear regular sequences, the results show that it is still difficult to fully identify the complex features of natural gas price sequences. The hybrid model combined with decomposition technology can effectively identify the internal change patterns of natural gas price series; the model can also effectively decompose the natural gas price data into a series of different modal components, which reduces the complexity of natural gas price series and improves the prediction accuracy.

Firstly, by comparing the prediction results of the EEMD-LSTM and EEMD-VMD-LSTM models, it can be concluded that, in all multistep-ahead forecasting scenarios, the prediction performance of EEMD-VMD-LSTM combined with quadratic decomposition technology is better than that of the EEMD-LSTM model using single decomposition technology. Specifically, taking the numerical results in the one-step-ahead forecasting scenario as an example, the values of $\epsilon_{\text{RMSE}}$, $\epsilon_{\text{MAE}}$, and $\epsilon_{\text{MAPE}}$ of the EEMD-LSTM and EEMD-VMD-LSTM models are (0.6746, 0.2958, 0.0906) and (0.4087, 0.2021, 0.0621), respectively. Compared with the prediction results of EEMD-LSTM, the improvement degree of the EEMD-VMD-LSTM model is (39.41%, 31.67%, and 31.45%). This result shows the superiority of quadratic decomposition technology in dealing with complex data.

Secondly, by comparing the prediction results of the VMD-LSTM, EEMD-LSTM, and EEMD-VMD-LSTM models, we can see that the prediction performance of VMD-LSTM with VMD technology is better than that of the EEMD-LSTM and EEMD-VMD-LSTM models. Specifically, taking the numerical results in the one-step-ahead...
Table 5: Numerical results of multistep ahead forecasting with a single prediction model.

<table>
<thead>
<tr>
<th>Prediction horizon</th>
<th>Error indicator</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-step ahead</td>
<td>$\varepsilon_{\text{RMSE}}$</td>
<td>0.9802</td>
<td>1.0545</td>
<td>0.9468</td>
<td>1.1615</td>
<td>0.9107</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_{\text{MAE}}$</td>
<td>0.3454</td>
<td>0.4440</td>
<td>0.4196</td>
<td>0.3743</td>
<td>0.3401</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_{\text{MAPE}}$</td>
<td>0.1039</td>
<td>0.1545</td>
<td>0.1268</td>
<td>0.1176</td>
<td>0.1029</td>
</tr>
<tr>
<td>Three-step ahead</td>
<td>$\varepsilon_{\text{RMSE}}$</td>
<td>1.0411</td>
<td>1.1334</td>
<td>1.0308</td>
<td>1.3277</td>
<td>0.9986</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_{\text{MAE}}$</td>
<td>0.4933</td>
<td>0.5073</td>
<td>0.4923</td>
<td>0.4959</td>
<td>0.4805</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_{\text{MAPE}}$</td>
<td>0.1507</td>
<td>0.1634</td>
<td>0.1526</td>
<td>0.1602</td>
<td>0.1511</td>
</tr>
<tr>
<td>Five-step ahead</td>
<td>$\varepsilon_{\text{RMSE}}$</td>
<td>1.0559</td>
<td>1.2153</td>
<td>1.1014</td>
<td>1.8051</td>
<td>1.0366</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_{\text{MAE}}$</td>
<td>0.5880</td>
<td>0.6451</td>
<td>0.5619</td>
<td>0.7097</td>
<td>0.5577</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_{\text{MAPE}}$</td>
<td>0.1910</td>
<td>0.2193</td>
<td>0.1736</td>
<td>0.2353</td>
<td>0.1829</td>
</tr>
</tbody>
</table>

Figure 4: Comparison chart of one-step-ahead forecasting results of different single models.

Figure 5: Comparison chart of three-step-ahead forecasting results of different single models.
Table 6: Numerical results of multistep ahead forecasting with the hybrid prediction model.

<table>
<thead>
<tr>
<th>Prediction horizon</th>
<th>Error indicator</th>
<th>Model 6</th>
<th>Model 7</th>
<th>Model 8</th>
<th>Model 9</th>
<th>Model 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-step ahead</td>
<td>( e_{\text{RMSE}} )</td>
<td>0.6746</td>
<td>0.4087</td>
<td>0.4397</td>
<td>0.4378</td>
<td>0.3647</td>
</tr>
<tr>
<td></td>
<td>( e_{\text{MAE}} )</td>
<td>0.2958</td>
<td>0.2021</td>
<td>0.1948</td>
<td>0.1834</td>
<td>0.1793</td>
</tr>
<tr>
<td></td>
<td>( e_{\text{MAPE}} )</td>
<td>0.0906</td>
<td>0.0621</td>
<td>0.0606</td>
<td>0.0559</td>
<td>0.0576</td>
</tr>
<tr>
<td>Three-step ahead</td>
<td>( e_{\text{RMSE}} )</td>
<td>0.7586</td>
<td>0.5520</td>
<td>0.5076</td>
<td>0.4998</td>
<td>0.4588</td>
</tr>
<tr>
<td></td>
<td>( e_{\text{MAE}} )</td>
<td>0.3700</td>
<td>0.3107</td>
<td>0.2366</td>
<td>0.2266</td>
<td>0.2202</td>
</tr>
<tr>
<td></td>
<td>( e_{\text{MAPE}} )</td>
<td>0.1069</td>
<td>0.0908</td>
<td>0.0744</td>
<td>0.0717</td>
<td>0.0703</td>
</tr>
<tr>
<td>Five-step ahead</td>
<td>( e_{\text{RMSE}} )</td>
<td>0.8900</td>
<td>0.8027</td>
<td>0.5684</td>
<td>0.5540</td>
<td>0.5263</td>
</tr>
<tr>
<td></td>
<td>( e_{\text{MAE}} )</td>
<td>0.4475</td>
<td>0.4520</td>
<td>0.2716</td>
<td>0.2547</td>
<td>0.2470</td>
</tr>
<tr>
<td></td>
<td>( e_{\text{MAPE}} )</td>
<td>0.1265</td>
<td>0.1262</td>
<td>0.0872</td>
<td>0.0805</td>
<td>0.0769</td>
</tr>
</tbody>
</table>

Figure 6: Comparison chart of five-step ahead forecasting results of different single models.

Figure 7: Comparison chart of one-step-ahead forecasting results of different hybrid models.
forecasting scenario as an example, the values of $e_{\text{RMSE}}, e_{\text{MAE}},$ and $e_{\text{MAPE}}$ for the EEMD-LSTM, EEMD-VMD-LSTM, and VMD-LSTM models are $(0.6746, 0.2958, 0.0906), (0.4087, 0.2021, 0.0621),$ and $(0.4397, 0.1948, 0.0606)$, respectively. Compared with the EEMD-LSTM and EEMD-VMD-LSTM models, the predicted results of the VMD-LSTM model are improved by $(34.82\%, 34.14\%, 33.11\%)$ and $(-0.75\%, 3.61\%, 2.41\%)$, respectively. The result shows that in the prediction of natural gas prices, VMD technology has a stronger decomposition ability than EEMD when it pertains to complex price data and can better extract sequence data features and process complex signals.

Further, by comparing the prediction results of the VMD-LSTM and VMD-Res.-LSTM models, it can be concluded that the VMD-Res.-LSTM—which incorporates the residual term—can predict the natural gas price series more accurately. Specifically, taking the numerical results in the one-step-ahead forecasting scenario as an example, the values of $e_{\text{RMSE}}, e_{\text{MAE}},$ and $e_{\text{MAPE}}$ of the VMD-LSTM and VMD-Res.-LSTM models are $(0.4397, 0.1948, 0.0606)$ and $(0.4378, 0.1834, 0.0555)$, respectively. Compared with the prediction results of the VMD-LSTM model, the VMD-Res.-LSTM model improved by $(4.32\%, 5.85\%,$ and $7.75\%)$, respectively. This result shows that,
after applying the VMD technology to the natural gas price series, the obtained residual term contains rich information. After the residual term is decomposed again by EEEMD technology, the dynamic changes of price data can be captured more completely; then, the prediction accuracy of the whole model can be improved.

Finally, by comparing the prediction results of the VMD-EEMD-Res.-LSTM hybrid model with those of other benchmark models, it can be concluded that the model’s prediction performance—which combines the quadratic decomposition technology and LSTM model—is better than other hybrid models in the forward one-step-, three-step-, and five-step-ahead forecasting scenarios. This result shows that, in the hybrid model research that combines the LSTM model and the decomposition technology, the method of incorporating the residual term (which contains complex information) into the model for quadratic decomposition prediction analysis is not only suitable for short-term forecasting but also for long-term, multi-step forecasting. This further confirms the robustness and superiority of the prediction performance of the model constructed in this paper.

4. Conclusion

There are noises and redundant information present in natural gas price data. Considering the deficiencies of the existing hybrid forecasting models in the gas price area, we propose in this paper the VMD-EEMD-Res.-LSTM hybrid model for this area. This paper’s goal is to fill the gaps in the existing research on natural gas price prediction. Specifically, the advanced decomposition algorithm and LSTM model are applied to predict natural gas prices, reducing the complexity of natural gas price series and effectively improving prediction accuracy. Additionally, to verify the accuracy, robustness, and the model’s prediction performance, multistep-ahead forecasting is carried out for all models based on different evaluation indexes. The empirical analysis results show that, compared with other benchmark models, the hybrid model constructed in this paper effectively improves the prediction accuracy of the natural gas price series.

Although the model constructed in this paper has—to a certain extent—improved the prediction effect of natural gas price series, the research in this paper only involves a single price variable, which could be a limitation considering the trend of natural gas price series being influenced by multidimensional factors. Therefore, in future research, other influencing factors can be included to explore the effectiveness of different factors on price forecasting and improve the performance of the model forecasting.
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