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Multitarget detection in complex traffic scenarios usually has many problems: missed detection of targets, difficult detection of
small targets, etc. In order to solve these problems, this paper proposes a two-step detection model of depth-perception traffic
scenarios to improve detection accuracy, mainly for three categories of frequently occurring targets: vehicles, person, and traffic
signs. *e first step is to use the optimized convolutional neural network (CNN) model to identify the existence of small targets,
positioning them with candidate box. *e second step is to obtain classification, location, and pixel-level segmentation of
multitarget by using mask R-CNN based on the results of the first step. Without significantly reducing the detection speed, the
two-step detection model can effectively improve the detection accuracy of complex traffic scenes containing multiple targets,
especially small targets. In the actual testing dataset, compared with mask R-CNN, the mean average detection accuracy of
multiple targets increased by 4.01% and the average precision of small targets has increased by 5.8%.

1. Introduction

*e trend of artificial intelligence has appeared in many
fields of scientific research and industrial production. As an
application of artificial intelligence, autonomous driving has
attracted extensive attention in the industry since the first
prototype of autonomous driving demonstrated by Google
in 2014. Multitarget detection technology is an important
foundation of autonomous driving technology; there have
been many studies and improvements for detecting specific
targets [1]. However, actual traffic scenarios usually have
more complex backgrounds than ordinary scenarios and are
often affected by light, occlusion, and weather. *erefore,
when the scenarios appear in various categories of targets,
such as vehicles [2], persons, and traffic signs [3], it is easy to
miss the detection of small targets, which makes it difficult to
detect multitarget completely. *e missed detection of
multitarget will have a huge impact on the next step of
autonomous driving, assistance driving [4] and the judg-
ment of actual traffic conditions. *erefore, due to the high

requirements of intelligent driving for safety, how to im-
prove the accuracy of multitarget detection and reduce the
detection time and solve the fatal problem of missed target
detection in multitarget detection seems vital right now.

Traditional target detection methods mainly include
frame difference method, background difference method,
optical flow method, HOG [5], and SIFT [6]. *e main steps
generally include extracting target features, training corre-
sponding classifiers, sliding window search, repetition, and
false positives filtering. With the development of technology,
convolutional neural network (CNN) [7] based on deep
learning was proposed. Deep learning is widely used in many
fields [8], we propose to apply CNN to avoid complex feature
extraction and data reconstruction process in the traditional
recognition algorithm, which is a robust and effective
method for common detection tasks. According to the al-
gorithm implementation steps classification, the algorithms
based on deep learning can also be divided into “one-stage”
target detection algorithm and “two-stage” target detection
algorithm, mainly as follows: (1) “one-stage” detection
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methods are represented by you only look once (YOLO) [9]
based on regression, mainly including YOLOv2 [10],
YOLOv3 [11], and SSD [12]. *ey solve the detection task as
a regression problem, that is, to directly predict the location,
category, and corresponding confidence of each class in real-
time detection. *is kind of algorithm detects faster, but the
precision is not ideal for small targets detection. (2) “Two-
stage” detection `methods are represented by regional-CNN
(R-CNN) [13] series based on region. *ey are generally
implemented in two stages: producing some potential
bounding box, then deploying a classifier to judge the right
one according to its probability. Later, based on the R-CNN,
other algorithms were improved and extended as fast region-
based convolutional network (Fast R-CNN) [14], faster
R-CNN [15], and mask R-CNN [16].

In summary, due to the low proportion of small targets
in an image (usually less than 1%) and poor feature rep-
resentation limited to size in the complex traffic scenarios,
multitarget detection also faces huge challenges. To solve the
problems, this paper proposes a two-step detection model
based on deep learning for detecting multitarget. For three
categories of frequently-occurring targets: traffic signs, ve-
hicles, and persons in the complex traffic scenarios, the first
step is to use the optimized CNN model to identify the
location of the small targets and mark them with a candidate
box. *e second step is to obtain multitarget classification,
location, and pixel-level segmentation by using mask
R-CNN based on the results of the first step. *e two-step
detection model can effectively improve the overall target
recognition algorithm accuracy and build a multitarget
detection system. *us, the difficulty of traffic scenarios
information processing and deep learning development can
be largely solved.

2. Materials and Methods

2.1. Traditional Work. Based on the consideration of im-
proving detection accuracy, a “two-stage” target detection
algorithm is generally implemented: producing some po-
tential bounding box, then deploying a classifier to judge the
right one according to its probability. Ross Girshick pre-
sented R-CNN [13] by using a deep convolutional network
to classify object proposals. For the purpose of the con-
sideration of computing time and space, he employed a
region of interest (RoI) pooling layer on fast-RCNN [14] to
improve speed and detection accuracy. Later on, a more
efficient faster R-CNN [15] inherited from the above was
proposed. It introduced a new region proposal network
(RPN) directly to obtain candidate areas. Further, mask
R-CNN [16] extends faster R-CNN by adding a branch for
predicting an object mask in parallel with the existing branch
for bounding box recognition [17]. It includes three parts:
target positioning, target classification, and segmentation
mask prediction, as shown in Figure 1.*e structure of mask
R-CNN actually includes feature extraction network, feature
combination network, region proposal network, RoI align,
and functional network. First of all, the feature extraction
network constructs a feature pyramid network (FPN) [18]
on the basis of residual network (ResNet) [19], performs

feature extraction on input images, and generates feature
map by CNN. Using FPN+ResNet101 to extract images
with low-dimensional semantic features is better than a
single feature structure like ResNet. Secondly, the RPN
chooses candidate targets in the feature map and Softmax
classifier is used to distinguish the candidate target belongs
to the background or foreground. Anchor technique is used
to calibrate the image of the candidate box position, produce
different scale anchor box, and reuse nonmaximum sup-
pression to filter out accurate candidate box and generate
candidate target area. Finally, a fully convolutional network
(FCN) [20] is used to predict precise target segmentation
under the pixel-level correspondingly. Unlike the original
FCN, the branches of FCN in mask R-CNN are not classified
here, while only distinguishing the front and rear scenes. In
addition, mask R-CNN has to use RoI align to replace RoI
pooling in faster R-CNN, introducing the bilinear inter-
polation process of pooling to replace the original RoI
pooling quantitative twice and get the final coordinates of
the target object. Pooling progress from discrete to con-
tinuous can make up for the rough quantitative problems of
RoI pooling, effectively reduce the target object’s jagged
edges, and improve the positioning accuracy of the candi-
date box.

2.2. Improved Multitarget Detection Model. For traffic sce-
narios including multiple targets, there are many leak
problems caused by mixed and disorderly multitarget, in-
adequate information characteristics of small targets. In
order to solve these problems, this paper proposes a two-step
detection model (see Figure 2). *e first step is to use the
optimized CNN model to identify the location of the small
targets according to the pixel definition and mark it with a
candidate box. *e second step is to obtain multitarget
classification, positioning, and pixel-level segmentation by
using mask R-CNN based on the results of the first step,
mainly for three frequently-occurring targets: vehicles,
persons, and traffic signs. *e proposed two-step detection
model and pixel-level segmentation can effectively improve
the recognition accuracy and enhance the representativeness
of traffic signs. For the different sizes of targets, we dis-
tinguish them according to the pixel definition. Here, we
stipulate pixel2 < 322 as small targets, 322 < pixel2 < 962 as
medium targets, and pixel2 > 962 as large targets.

*e first step is the optimized CNN network. Among
them, the network’s overall architecture consists of a feature
extraction network and a small target rectangular box de-
tection network. *e main components of the optimized
CNN model are shown in Figure 3.

Here, the feature extraction network is an optimization
network that integrates different convolutional layers, max-
pooling layers, and local batch normalization (LBN) layers.
As shown in Table 1, the optimized CNN network gradually
deepens from Conv1, and parameter increments are carried
out for the representation of small targets. *e Conv1 firstly
runs a large kernel (11×11) in the input images to preserve
the low level but rich detail. *en the obtained features are
transmitted to two 3×3 convolutional layers (Conv2 and
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Conv3), and the two convolutional layers of Conv2 and
Conv3 are connected sequentially to replace the 5× 5 kernel
in VGGNet [21].*is decomposition has two advantages: (1)
by activating multiple convolutional layers of the nonlinear
function, it is helpful to enhance the nonlinear expansion
capability and extract more in-depth and better features than
a single layer; (2) it can reduce the calculation of parameters.
Assuming that the input channel and output channel
convolutional layer, C and D, is a 5×5 kernel, respectively.
Hence, the parameters will reach 5× 5×C×D� 25×C×D
with 5× 5 kernel, while only 2× (3× 3×C×D)� 18×C×D

when combined with two 3× 3 convolutional layers instead.
Obviously, the reduction of parameters is 25/18�1.4 times.
Visually, the convolution decomposition method introduces
fewer parameters, is easy to overfit and more powerful
features are expressed. *en, the LBN layer, ReLU activation
layer, and max-pooling layer are adopted to simplify the
network computational complexity, compress the input
feature map, and achieve better feature extraction.

*e small target rectangular box detection network in-
puts the feature map obtained by the feature extraction
network to obtain the minimum rectangular box. *e full
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Figure 2: Two-step multitarget detection model.
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Figure 1: *e network architecture diagram of mask R-CNN.
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connection layer is commonly used in traditional networks,
such as VGGNet, which is replaced by two convolutional
layers (Conv7 and Conv8) here, as shown in Table 1. *ese
two convolutional layers adopt a 1×1 convolution kernel. It
can predict object boundaries and output the differential
value between the predicted bounding boxes and ground
truth. *e core of our approach is to adopt a 1×1 con-
volutional kernel replacing a common fully-connected layer.
As the convolution kernels own the local receptive domain,
they can slide across a larger input image and obtain
multiple outputs regardless of the size of the input images,
thus improving the efficiency of neural network forward
propagation, enhancing the learning ability of CNN, and
reducing the amount of computation. *rough this detec-
tion network, the input feature map can output multiple
positioning candidate boxes for small targets. We save them
as a new dataset.

*e second step is mask R-CNN model. We input the
new dataset with the positioning rectangle box of small
targets into the mask R-CNN model. FPN+RestNet101
[18, 19] is used for feature extraction. RPN selects candidate
target in the feature map and uses Softmax classifier to
distinguish candidate target belongs to the background or
foreground. *e anchor technique is used to calibrate the
image of the candidate box position and produce different
scale anchor boxes. *en we reuse NMS to filter out accurate
candidate box. Combined with the optimized CNN network
model generated by the small target rectangle area, the

candidate target area of multi-target can be generated. Here,
FCN [20] in mask R-CNN is used to distinguish front and
rear scenes, predict corresponding targets, and perform
pixel-level target segmentation, which improves the accu-
racy of small target’s location and multitarget detection.
Finally, the two-step detection model is to realize our
multitarget detection and pixel-level segmentation.

2.3. Loss Function. In the first step of this paper, the opti-
mized CNNmodel uses the bounding box loss function, Lreg
to locate small targets and mark them with candidate box.

Lreg ti, t
∗
i(  � 

i∈ x,y,w,h{ }

smoothL1 ti − t
∗
i( ,

smoothL1(x) �
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⎩
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where i is the index of the anchor point, ti is a vector
representing the four parameterized coordinates, x, y, w, and
h of the predicted bounding box, and t∗i is that of the
ground-truth box associated with a positive anchor.

*e second step, the mask R-CNN model uses the
multitask loss function for training. Due to the introduction
of mask, the loss function is composed of the classification
loss function, bounding box loss function, and mask loss
function:
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where λ is the balance weight, pi represents the predicted
probability that anchor i is recognized as the target. If the
intersection over union (IoU) value is not less than 0.5, the
anchor i could be marked as a positive sample. Otherwise, it
is labeled as a negative sample. *e ground-truth label p∗i is
the nominal value, a function of 0 and 1. It is 1 if the anchor
is positive and is 0 if the anchor is negative. Ncls is the total
number of anchor points, Nreg is the number of positive
samples, Nmask is the number of the mask, mi represents the
confidence with which the object is predicted to be the
target, and m∗i represents the output after the sigmoid
function passes through the first mask layer pixel by pixel.

Lcls is log loss over two classes (object vs not object);
Lmask is mask loss:

Lcls pi, p
∗
i(  � −log pip

∗
i + 1 − p

∗
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3. Results and Discussion

3.1. Training Settings. *e experiment is implemented in an
Ubuntu 16.04.5 system with NVIDIA TITAN Xp, 12GB
GDDR5. CPU we utilized is Intel Xeon E5-1620 v4 and
memory is 64GB DDR4. *is convolutional neural network
is based on the Caffe platform. *e training was conducted
using the deep learning framework PyTorch 1.1 and Python
3.6.

Table 1: *e structure and parameters of the optimized CNN model.

Layer name Conv1 Conv2 Conv3 Conv4 Conv5 Conv6 Conv7 Conv8
Input size(c, h, w) 3,1280,1280 96,159,159 256,159,159 256,79,79 384,79,79 384,39,39 4096,40,40 4096,40,40
Output size (c, h, w) 96,318,318 256,159,159 256,159,159 384,79,79 384,79,79 4096,40,40 4096,40,40 256,40,40
Kernel(size, stride, pad) 11,4,0 3,1,1 3,1,1 3,1,1 3,1,1 6,1,3 1,1,0 1,1,0
Pooling(size, stride) 3,2 3,2 3,2
Remarks LBN layer LBN layer Dropout0.5 Dropout0.5
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We select 3000 higher resolution images from the
Microsoft COCO dataset [22] and save 3 classes: vehicles,
persons, and traffic signs among the multiple kinds of labels.
Preprocessing methods such as rotation, scaling, and little
distortion are utilized to strengthen the data as our exper-
iment dataset. Among 3000 images, 2500 of them were used
to train the model, and 500 were used to test the model in
this paper. *e experiment utilizes the multitask loss
function for training, including Lreg, Lcls, and Lmask. Referred
on the configuration of faster R-CNN [15], the RoI is
considered positive if it has IoU with a ground-truth box of
at least 0.5 and negative otherwise. *e mask loss Lmask is
defined only on positive RoIs. We follow the previous steps
to train alternately until the network converges.

*e evaluation metrics of detection performance are the
same as the Microsoft COCO [22] benchmark. We adopt
average precision (AP), mean average precision (mAP), and
frame per second (FPS) to conduct a quantitative evaluation
on the detection results of vehicles, persons, and traffic signs.
AP represents the average accuracy of the single-class target,
mAP represents the overall situation of achieving correct
positioning across the testing dataset, and FPS represents the
speed and frame rate of the algorithm.

3.2. Performance Comparisons and Analysis. To compre-
hensively evaluate the multitarget detection performance of
our framework, we use the same testing dataset to experi-
ment under different models. For three types of frequently-
occurring targets: vehicles, persons, and traffic signs, we
calculate AP, mAP, and FPS of the experiment. Table 2
provides the comparison of our results in the same testing
dataset with YOLOv3 [11], faster R-CNN [15], and mask
R-CNN [16].

As can be seen from Table 2, in the complex traffic
scenarios containing multiple targets, the average detection
accuracy of the two-step detection model has been improved
overall, especially the average detection accuracy of small
targets. Compared to mask R-CNN, the mean average de-
tection accuracy of multiple targets increased by 4.01%. For
three types of frequently-occurring targets, the average

precision of vehicles has increased by 1.67%, the average
precision of a person has increased by 4.56%, and the average
precision of small traffic signs has significantly increased by
5.8%.Without significantly reducing the detection speed, the
two-step detection model can effectively improve the av-
erage detection accuracy of complex traffic scenes containing
multiple targets, especially small targets.

Figure 4 is a partial detection effect diagram of the al-
gorithm. In the first step, after the optimized CNN model,
the candidate frame of the small target (traffic sign) can be
obtained, and then the accurate position of all the instance
targets can be obtained through the mask R-CNN model.
*e network layer of the optimized CNN model here is
deepened step by step. *rough the decomposition of the
convolutional layer, rich information is learned from the
fine-grained details of the bottom layer, and the dimen-
sionality and downsampling of the feature map are rea-
sonably increased to enrich the small objects. *is indicates
that the detection part is trained to make full use of the
convolutional layer to activate multiple convolutional layers
of nonlinear functions, which helps to enhance the ex-
pansion ability of nonlinear feature information, and can
obtain deeper and better features than a single layer ex-
traction, and then can classify and detect small traffic signs
well; then input into the mask R-CNN model to obtain the
location and classification of all the targets (vehicles, pe-
destrians, and traffic signs) contained in the picture. It can be
seen from Figure 4 that the image will be occluded by the
target and the background is dim, but this two-step model
can effectively detect them.

Because the first step of the optimized CNN detection
model has a prepositioning for small targets, then detection
and pixel-level segmentation are effectively performed in the
detection process of the second step, which usefully avoids
the problem of missed detection of small targets. In addition,
pixel-level segmentation by using mask R-CNN effectively
improves the detection accuracy. Building a multitarget
detection system can have good robustness to complex
traffic scenarios. It may further solve the difficulties of in-
formation processing and deep learning development in the
traffic scenes.

The Optimized
CNN Model 

Mask R-CNN 
Model

Figure 4: Partial detection result.

Table 2: Comparison of the algorithms.

Method
AP/%

mAP (%) FPS/(frame/s)
Vehicles Persons Signs

YOLOv3 56.33 51.74 48.28 52.12 56.74
Faster R-CNN 80.29 67.81 66.90 71.67 26.15
Mask R-CNN 83.95 73.56 69.51 75.67 23.27
Our approach 85.62 78.12 75.31 79.68 17.58
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4. Conclusions

In this paper, we propose a two-step detection model based
on deep learning to detect multitarget contained in complex
traffic scenes. Small targets can be predetected through the
optimized CNN model in the first step, and then input into
the mask R-CNN model for classification, location, and
pixel-level segmentation. Experimental results show that the
model proposed in this paper has greatly improved the
detection accuracy of multitarget in complex traffic scenes,
has good robustness to scenes of different target sizes, and
significantly improves the performance of target missing
detection. For future work, we want to further improve the
speed of multitarget detection by algorithm improvement
that combines the power of deep CNN and traditional
computer vision methods in complex traffic scenarios.
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