Chaotic neuronal oscillation is fired up when a locally active memristor is introduced into the Rössler system. Such a memristive Rössler system has two independent parameters providing local amplitude control, one of which even adjusts the amplitude and frequency of variables in a specific intermittent mode. Different neuronal firing modes are modified by the system parameter. The coexistence of periodic oscillation and chaos is also captured along with basin of attraction. STM32-based experiment verified the numerical and theoretical results.

1. Introduction

In 1971, Chua predicted that the memristor is the fourth basic component of the circuit [1–7]. Memristor can be regarded as a perfect device to simulate synapses because of its memory effect and nonlinearity. In 2008, Hewlett–Packard laboratory proposed a TiO$_2$ memristor and claimed that the memristor cross-switch matrix is the only technology with the ability to mimic human neurons [8]. The research on memristor has been rapidly carried out in the industrial field and academia. Many theoretical models and circuit models of memristors have been developed [9–12]. Many scholars introduced memristor into the system and constructed great number of chaotic systems for engineering application [13–21].

In recent years, the research on locally active memristor has aroused people’s interest. Compared with the general memristor, the emergence of locally active memristors makes the neuromorphic dynamics behavior possible [22–24]. Considering many memristors such as the Chua’s Corsage Memristor (CCM) [25] and those chaotic systems with offset boosting and amplitude control [26–28], memristor does bring great new dynamics to the existing systems.

Jin et al. [29] proposed an extended chaotic circuit based on CCM and analyzed its neuromorphic dynamical behavior. Lin et al. [30] investigated a new locally active memristor model and applied it to the HR neuron, and multistability with coexisting firing patterns were discussed. Two fractional-order memristive HR neurons are coupled together [31], and hyperchaotic attractors and hidden coexisting oscillations can be found. A simple locally active memristor was introduced into the HR neurons [32], and coexisting attractors were found. Memristor was added in the Hopfield neural network for producing multi-double-scroll attractors [33], where coexisting attractors caused by the initial offset boosting were proposed. The oscillation in the Rössler system is unique and has attracted some attention in nonlinear community. In 2017, a memristive function is inserted into the Rössler system for obtaining initial-dependent coexisting dynamics, and the role of the initial memristive variable for synchronization stability is discussed [34].

In this work, a locally active memristor is introduced into the Rössler system. Locally active memristor brings some new features into the revised Rössler system. It is found that the oscillator has unique properties, including local
amplitude control, local amplitude/frequency control, neuromorphic behavior of bursting, and coexisting attractors. The properties of the new oscillator are shown in Figure 1.

Compared with other memristive chaotic systems, the newly constructed oscillator has the following properties:

1. There are two independent local amplitude controllers, one of which adjusts the amplitude and frequency of variables while the other rescales system variable under a unified set of Lyapunov exponents.

2. Many dynamics are inherited in the memristive Rössler system even when a locally active memristor is introduced. But further observation shows that neuronal oscillation is fired up.

3. Coexisting neuromorphic firing including the coexistence of a limit cycle and chaotic attractor is found. Basins of attraction are given.

A comparison with existing memristive neuron systems is listed in Table 1. The evaluation focusing on three aspects includes locally active memristor included (LAM), local amplitude control (LAC), and local frequency control (LFC). LAC and LFC represent the stability of a parameter, which prefers modifying the signal features rather than bringing unpredicted bifurcation.

The following of this report is organized as follows: In Section 2, a locally active memristor is introduced in the Rössler system, where basic analysis of the memristor is given. In Section 3, dynamic behavior of the new proposed Rössler-like memristive system is analyzed based on the bifurcation. In Section 4, the discharge behavior and coexisting attractors are demonstrated. In Section 5, STM32-based verification is given. The conclusion is rapped in the last section.

2. A Memristive Rössler System with a Locally Active Memristor

2.1. Model Description and Chaotic Firing. Inspired by the works [25,29,35], the locally active memristor is introduced into the Rössler system, and a new four-dimensional chaotic system is constructed as follows:

\[
\begin{align*}
\dot{x} &= -y - wz, \\
\dot{y} &= x + ay, \\
\dot{z} &= b + z(x - c), \\
\dot{w} &= 0.2(30 - w + |w - 20| - |w - 40|) + z.
\end{align*}
\]

(1)

Here, CCM is introduced into the first dimension, whose internal variable obeys the constriction from the fourth dimension. When \(a = 0.4, b = 0.05, c = 20\) and initial conditions (IC) \((-9, 0, 0, -1)\), system (1) exhibits chaotic oscillation, as shown in Figure 2. The attractor has Lyapunov Exponents (LEs) of \((0.1650, 0, -0.2187, -15.5081)\) and the Kaplan–York dimension of 2.7543. The waveforms diagram is shown in Figure 3.

While \(w > 40\), \(a = 0.4, b = 0.001, c = 20\) and IC = \((-9, 0, 0, 50)\), system (1) exhibits chaos, the equilibrium points are saddle-focus, corresponding eigenvalues are listed in Table 2. When \(20 < w \leq 40\), we have not found chaos in the system. Therefore, in the following, the case of \(w \leq 20\) is discussed.

2.2. Property of a Locally Active Memristor. As a first-order nonvolatile locally active memristor, the mathematical expression of CCM is as follows:

\[
\begin{align*}
\dot{v}_M &= G(x)v_M = G_0 x^2 v_M, \\
\frac{dx}{dt} &= g(x, v_M) = 30 - x + |x - 20| - |x - 40| + v_M.
\end{align*}
\]

(2)

The inductance function is represented by \(G(x)\) in equation (2), where \(G_0 = 1\). The current and voltage in the locally active memristor are represented by \(i_M\) and \(v_M\), and state variable is expressed as \(x\). Inspired by the equation mentioned above, a new parameter is employed to adjust dynamical characteristics in

\[
\begin{align*}
\dot{i}_M &= G(x)v_M = G_0 x^2 v_M, \\
\frac{dx}{dt} &= 0.2(30 - x + |x - 20| - |x - 40|) + v_M.
\end{align*}
\]

(3)

Keeping \(G_0 = 1\) in equation (3), the voltage source is chosen as \(V = Asin(2\pi ft)\) to study the characteristics of the locally active memristor under various signal frequencies and amplitudes, where \(A\) represents the voltage amplitude and \(f\) represents the frequency. The hysteresis loop of the memory crosses the origin, as shown in Figure 4. The side lobe area increases with the increase of amplitude \(A\) under \(f = 0.2\). Moreover, with the increase of frequency, the side lobe area gradually decreases under \(A = 0.5\). The hysteresis loop of the memristor will tend to a straight line when the frequency increases to infinity. Obviously, the constructed model accords with the basic characteristics of memristor.

The nonvolatility memory of memristors is not common to all memristors, and the power-off plot (POP) can be used
Figure 2: Typical chaotic phase orbits when \( a = 0.4, b = 0.05, \) and \( c = 20 \) under IC \( = (-9, 0, 0, -1) \) in system (1): (a) \( x - y \). (b) \( x - z \). (c) \( y - z \). (d) \( x - w \).

Figure 3: Chaotic signals of system (1) with \( a = 0.4, b = 0.05, \) and \( c = 20 \) under IC \( = (-9, 0, 0, -1) \): (a) \( x(t) \). (b) \( y(t) \). (c) \( z(t) \). (d) \( w(t) \).
to demonstrate the nonvolatility of memristors. The POP curve is a line segment with positive or negative slope in the $x - \frac{dx}{dt}$ plane when the input voltage is 0. According to the memristor nonvolatility theorem, a memristor is said to be nonvolatile when its POP curve intersects the $x$-axis with two or more negative slopes. When we let $v_M = 0$, the state equation of the memristor can be simplified to

$$\frac{dx}{dt} = 0.2(30 - x + |x - 20| - |x - 40|).$$

The POP curve is shown in Figure 5(a). Let $\frac{dx}{dt} = 0$, the POP curve has three intersections with the $x$-axis, which are $Q_1(10, 0)$, $Q_2(30, 0)$ and $Q_3(50, 0)$. It should be emphasized that each intersection of POP curve and $x$-axis is defined as the equilibrium point of memristor when $\frac{dx}{dt} = 0$. Therefore, there is only one stable equilibrium state for the locally active memristor under different initial states $x(0)$ as follows:

$$X = x(30, 0) = 30.$$

The local activity of the memristor can be judged by the DC $V - I$ curve. Memristor is local activity when there is a negative slope in the DC $V - I$ curve. The voltage $v_M$ can be expressed by equation (6) and the current $i_M$ can be expressed by equation (7) when $\frac{dx}{dt} = 0$.

$$v_M = -0.2(30 - x + |x - 20| - |x - 40|),$$

$$i_M = -x^2(0.2(30 - x + |x - 20| - |x - 40|)).$$

According to equations (6) and (7), when $x$ varies between $(-10, 65)$, the input voltage $v_M$ takes values between $(-4, 3)$ and the DC $V - I$ curve can be obtained, as shown in Figure 5(b). When the vertical axis current $i_M$ is 0, there are two intersections with the horizontal axis voltage $v_M$, which are $(-2, 0)$ and $(0, 0)$. In the red curve, there exists a curve with negative slope when the voltage takes the value of $(2, 0.668)$. The curves in the green and blue areas are positive. Therefore, the locally active domain of the memristor is $-2 < V < 0.668$.

### 2.3. Basic Dynamical Analysis

The dynamic evolution of system (1) can be captured by changing any parameter in the system.

#### 2.3.1. Equilibrium Points and Stability Analysis

Equilibrium points can be calculated from the following equation:

$$v_M = -0.2(30 - x + |x - 20| - |x - 40|),$$

$$i_M = -x^2(0.2(30 - x + |x - 20| - |x - 40|)).$$

According to equations (6) and (7), when $x$ varies between $(-10, 65)$, the input voltage $v_M$ takes values between $(-4, 3)$ and the DC $V - I$ curve can be obtained, as shown in Figure 5(b). When the vertical axis current $i_M$ is 0, there are two intersections with the horizontal axis voltage $v_M$, which are $(-2, 0)$ and $(0, 0)$. In the red curve, there exists a curve with negative slope when the voltage takes the value of $(2, 0.668)$. The curves in the green and blue areas are positive. Therefore, the locally active domain of the memristor is $-2 < V < 0.668$.
\[ \begin{align*} 
-y - w^2 z &= 0, \\
x + ay &= 0, \\
b + z(x - c) &= 0, \\
0.2(30 - w + |w - 20| - |w - 40|) + z &= 0. 
\end{align*} \] (8)

By calculating equation (8), a none-zero equilibrium point \( S_1 \) is unstable saddle-focus of index 2. The eigenvalues are \( \lambda_1 = -19.8866 \), \( \lambda_2 = -0.1999 \), \( \lambda_{3,4} = 0.1936 \pm 0.9788i \).

2.3.2. Bifurcation and Typical Solutions. Let \( a = 0.4, c = 20 \), and \( IC = (-9, 0, 0, -1) \), when \( b \) varies in \([0.05, 0.2]\), the corresponding Lyapunov exponents and bifurcation diagrams are plotted in Figure 6. When \( b \) changes in the region of \([0.05, 0.065]\), system (1) is in a chaotic state; when \( b \) drops in \([0.067, 0.0815]\), the system (1) orbit is periodic; when \( b \) is in the range of \([0.082, 0.9695]\), system (1) enter chaotic state; when \( b \) changes in \([0.105, 0.119] \) and \([0.139, 0.153]\), system (1) has different chaotic attractors; as the parameter \( b \) varies in \([0.179, 0.2]\), system (1) completely enters the periodic state. Without considering each periodic window, Lyapunov exponents show a roughly linear downward trend, and the dynamical oscillation remains nearly constant in most chaotic intervals. The waveform diagrams and frequency spectrum of the signal \( x(t) \) are observed when parameter \( b \) is located in different intervals, as shown in Figure 7. The corresponding Lyapunov exponents and the maximum peak of the waveforms are given in Table 3.

\[ \begin{align*} 
\lambda^4 + (-0.1008 + c - a + 0.2)\lambda^3 - (1.2708 - 0.0992a - ac + 0.2c)\lambda^2 \\
+ (0.1494 - 0.2305a - 0.2ac + c)\lambda - 0.0202 - 0.0503a + 0.2c &= 0. \end{align*} \] (10)

When \( a \) varies in \([0.1, 0.4]\) with \( b = 0.05 \), \( c = 20 \) under \( IC = (-9, 0, 0, -1) \), the dynamical evolution of system (1) is shown in Figure 8. When \( a \) enters in \([0.1, 0.22]\), the periodic oscillation is given in system (1); when \( a \) is in the range of \([0.23, 0.283]\), system (1) outputs chaotic solutions; when \( a \) varies in \([0.284, 0.325]\), system (1) re-enters periodic trajectories; when \( a \) increases in \([0.326, 0.4]\), chaos emerges in system (1). Typical phase trajectories are illustrated in Figure 9, and the corresponding Lyapunov exponents are depicted in Table 4.

Set \( a = 0.4, b = 0.05 \), and the initial conditions is \((-9, 0, 0, -1)\), the corresponding bifurcation diagrams and Lyapunov exponents when \( c \) is varied in the interval of \([19, 25]\), as shown in Figure 10. When ignoring the periodic window in the interval of \([19, 25]\), the value of \( x_m \) climbs up indicating the positively amplitude control, and the Lyapunov exponents are almost unaltered, and the dynamic behavior of the system is almost the same. Here, we call this special amplitude control as local amplitude control since it is from a bifurcation parameter rather than a nonbifurcation one. The typical phase trajectories and the waveform diagram under different \( c \) shown in Figure 11 proves this finding. At the same time, in fact, the parameter \( c \) also revises the amplitude of \( y, z, \) and \( w \) positively \([19, 25]\).
Figure 6: Bifurcation behavior of system (1) with $a = 0.4$, $c = 20$, $IC = (-9, 0, 0, -1)$, and $b$ changes in $[0.05, 0.2]$. (a) Bifurcation diagram. (b) Lyapunov exponents.

Figure 7: Continued.
Figure 7: The waveform diagram and frequency spectrum of signal $x(t)$ under different $b$.

<table>
<thead>
<tr>
<th>$b$</th>
<th>Attractor</th>
<th>Lyapunov exponents</th>
<th>$D_{KY}$</th>
<th>Maximum amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>Chaos</td>
<td>(0.1649, 0, −0.2187, −15.5081)</td>
<td>2.7543</td>
<td>32.94</td>
</tr>
<tr>
<td>0.085</td>
<td>Chaos</td>
<td>(0.1351, 0, −0.2176, −15.5551)</td>
<td>2.6201</td>
<td>31.07</td>
</tr>
<tr>
<td>0.11</td>
<td>Chaos</td>
<td>(0.1296, 0, −0.2188, −15.4828)</td>
<td>2.5920</td>
<td>29.57</td>
</tr>
<tr>
<td>0.15</td>
<td>Chaos</td>
<td>(0.0601, 0, −0.2166, −15.9513)</td>
<td>2.2776</td>
<td>28.11</td>
</tr>
<tr>
<td>0.16</td>
<td>Chaos</td>
<td>(0.0437, 0, −0.2169, −15.2015)</td>
<td>2.2015</td>
<td>27.74</td>
</tr>
</tbody>
</table>

Figure 8: Dynamical evolution of system (1) with $b = 0.05$, $c = 20$, and IC = (−9, 0, 0, −1), $a$ change in [0.1, 0.4]. (a) Bifurcation diagram. (b) Lyapunov exponents.
Figure 9: Typical oscillations of system (1) with $b = 0.05$, $c = 20$, and IC = ($-9$, 0, 0, $-1$). (a) $a = 0.2$. (b) $a = 0.25$. (c) $a = 0.29$. (d) $a = 0.35$.

Table 4: Dynamical behavior of system (1) with $b = 0.05$, $c = 20$, and IC = ($-9$, 0, 0, $-1$).

<table>
<thead>
<tr>
<th>$a$</th>
<th>Attractor</th>
<th>Lyapunov exponents</th>
<th>$D_{KY}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>Period</td>
<td>(0, $-0.1874$, $-0.1874$, $-19.1527$)</td>
<td>1</td>
</tr>
<tr>
<td>0.25</td>
<td>Chaos</td>
<td>(0.1391, 0, $-0.2058$, $-19.0861$)</td>
<td>3.0003</td>
</tr>
<tr>
<td>0.29</td>
<td>Period</td>
<td>(0, $-0.0146$, $-0.2068$, $-18.7899$)</td>
<td>1</td>
</tr>
<tr>
<td>0.35</td>
<td>Chaos</td>
<td>(0.1272, 0, $-0.2138$, $-17.2382$)</td>
<td>2.6007</td>
</tr>
</tbody>
</table>

Figure 10: Bifurcation behavior of system (1) with $a = 0.4$, $b = 0.05$, and IC = ($-9$, 0, 0, $-1$), $c$ changes in $[19, 25]$. (a) Bifurcation diagram. (b) Lyapunov exponents.
3. Neuron-like Chaotic Bursting

A unique neuromorphic firing behavior can be found after introducing a locally active memristor into the classical Rössler system. Neuronal firing patterns mainly include spiking patterns and bursting patterns [36–38]. As the name implies, spiking is a firing pattern around a signal waveform, and the bursting mainly revolves around the transformation between the stationary state of the signal and the repetitive peaks. Spiking pattern mainly includes chaotic spiking and periodic spiking. Various bursting patterns are revealed in memristive chaotic systems, which contains periodic bursting, chaotic bursting, and stochastic bursting. Periodic bursting with \( n \) spikes per bursting is called periodic-\( n \) bursting. In addition, the chaotic bursting includes spikes of different amplitude and number. In this work, it is found that there are chaotic bursting firing in the system and periodic bursting firing with different spikes per burst.

When we let \( a = 0.4, c = 20, \text{and IC} = (-9, 0, 0, -1) \), the neuromorphic firing behaviors of attractors in the system is explained by taking \( b = 0.05, \text{and } b = 0.1, \) and \( b = 0.2 \). When the parameter \( b \) is selected as 0.05, the chaotic bursting pattern is captured in system (1). The phase trajectories and waveform diagrams are illustrated in Figure 12. The striking phenomenon is that the peaks and period of the signal show irregular and unstable motion like the traditional neuron system.

When \( b \) is fixed as 0.1, the periodic bursting pattern is depicted in Figure 13. The signals are period-3 bursting firing colored in cyan. The system maintains periodic bursting pattern when \( b = 0.2 \), but the phase trajectories and waveform diagram of attractors change. At this time, the phase trajectories and waveform diagrams are shown in Figure 14. The signals are period-2 bursting firing colored in red. In addition, the amplitude and frequency of the signals \( x(t) \) and \( z(t) \) when parameter \( b = 0.2 \) are much smaller than those when \( b = 0.1 \). It can be demonstrated that with the parameter \( b \) is changed, the waveform diagram of the output signals \( x(t) \) and \( z(t) \) in the system can be transformed from chaotic bursting to periodic bursting, and the amplitude and frequency of the signals will change. The signals \( x(t) \) and \( z(t) \) oscillate between large amplitude and small amplitude.

4. Coexisting Chaotic and Periodic Bursting

Memristive chaotic systems are prone to inducing coexisting attractors due to the memory effect. Because the feedback comes from the integration process, many memristor chaotic systems have the characteristics of multistability. Coexisting attractors also exist in system (1). The coexisting attractors of the system are extracted by modifying the initial value of the system (1) when \( a = 0.4, b = 0.1, c = 20 \). The phase trajectories in the \( x - y \) plane is depicted in Figure 15(a), where the initial conditions are \((-9, 0, 0, -10)\) and \((-9, 0, 0, -20)\). The Lyapunov exponents of the chaotic one are \((0.0454, 0, -0.2380, -14.8243)\), and for the limit cycle, corresponding LEs are \((0, -0.0251, -0.2321, -14.6409)\).

Figure 15(b) shows the signal \( x(t) \) waveform diagrams, which still shows the neuromorphic firing behavior. Here, we see that for the limit cycle, the number of the spiking is the same, while for the chaotic attractor, the number of the spiking oscillates randomly. The phase trajectories in the \( x - w \) plane are shown in Figure 15(c). The basin of attraction is depicted in Figure 15(d). Moreover, the region of chaotic oscillation is expressed by cyan, the blue region exhibits the dynamics of periodic. Various fractal structures are explored by utilizing the basin of attraction.

5. Circuit Implementation Based on STM32

In this section, system (1) is verified by digital circuit experiment based on MCU development tool. This experiment takes STM32F103 development board and TLV5618 of 12 bit DAC module as the core to discretize the continuous chaotic system, and the following discrete system equation (11) can be obtained. On the oscilloscope of the SDS1102X, the chaotic phase trajectories are shown in Figure 16.
Figure 12: Chaotic bursting with $a = 0.4$, $b = 0.05$, $c = 20$, and IC = ($-9, 0, 0, -1$). (a) $x - w$. (b) Signals $x(t)$. (c) $z - w$. (d) Signals $z(t)$.

Figure 13: Period bursting firing with $a = 0.4$, $b = 0.1$, $c = 20$, and IC = ($-9, 0, 0, -1$). (a) $x - w$. (b) Signals $x(t)$. (c) $z - w$. (d) Signals $z(t)$. 
Figure 14: Period bursting firing with $a = 0.4$, $b = 0.2$, $c = 20$, and IC = $(-9, 0, 0, -1)$. (a) $x - w$. (b) Signals $x(t)$. (c) $z - w$. (d) Signals $z(t)$.

Figure 15: Coexisting attractors in system (1) with $a = 0.4$, $b = 0.1$, and $c = 20$, under different initial conditions. (a) $x - y$. (b) Signals $x(t)$. (c) $x - w$. (d) Basin of attraction: $x_0 = y_0 = z_0 = 0$. (IC = $(-9, 0, 0, -10)$ is cyan, IC = $(-9, 0, 0, -20)$ is blue.)
Figure 16: Hardware implementation based on STM32 for system (1).

Figure 17: Chaotic attractors of system (1). (a) $x - y$. (b) $x - z$.

Figure 18: Different types of firing patterns of system (1). (a) Chaotic attractor for $b = 0.05$. (b) Period-2 attractor for $b = 0.2$.

Figure 19: Coexisting attractors in system (1) with $a = 0.4$, $b = 0.1$, and $c = 20$, under different initial conditions. (a) $x - y$. (b) Signals $x(t)$. (IC = (−9, 0, 0, −10) is light blue, IC = (−9, 0, 0, −20) is brown.)
The $\Delta T$ in the equation (11) is the time interval for calculating the discrete points, and the accuracy of the experimental data was chosen to be $\Delta T=0.05$ for this experiment in order to be guaranteed. The main control chip is the STM32F103VET, a 32 bit microcontroller. By setting initial conditions and parameters, the phase trajectories of system (1) can be observed, as shown in Figure 17. The neuronal firing behavior that appears in the output signal $x(t)$ and $z(t)$ waveforms for choosing different parameters $b$ is shown in Figure 18. The coexisting attractors of the system that appears are shown in Figure 19, where $IC= (-9, 0, 0, -10)$ is light blue, $IC= (-9, 0, 0, -20)$ is brown. Obviously, the results will validate the numerical simulation results.

6. Conclusion

When a locally active memristor is applied in the Rössler system, neuron-like chaotic firing is observed. Multiple patterns of neuronal firing are captured including coexisting periodic and chaotic oscillations and some other separate ones. By changing the initial conditions of the system, the system gives the coexisting behaviours of the periodic and chaotic states. Because of the memory effect of the memristor, two parameters in the system equation show local amplitude control. One of the parameters rescales simultaneous regulation of the amplitude and frequency of the firing, while the other parameter enables amplitude control. Finally, the neuronal firing and coexisting attractors in the system are verified based on the STM32 experiment.
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