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�e commonly used method in network intrusion detection is abnormal behavior detection, but because abnormal behavior
detection is based on arti�cially setting abnormal values for judgment, the e�ciency is low and the false alarm rate is high. For this
problem, an intrusion detection system architecture combining K-means algorithm and convolutional neural network algorithm
has been introduced. First, the data stream is clustered through the K-means algorithm, and the abnormal data is initially
separated, and then the data is applied to the convolution. In the neural network algorithm, the intrusion data �ow is judged. �e
experimental results prove that the framework improves the e�ciency of the intrusion detection system to a certain extent and
e�ectively improves the detection accuracy.

1. Introduction

In today’s era of increasingly serious cyber threats, the safe
use of computer networks has become an important issue of
public research. However, as the network attack methods
keep changing, network defense methods, especially intru-
sion detection systems (NIDS), have to be gradually im-
proved. In this context, it is an urgent requirement for
network security to study the detection mechanism of in-
trusion detection system and improve its performance.

In order to overcome the limitations of rule-based expert
systems and statistical methods, many studies have intro-
duced machine learning methods into IDM.�emechanism
of intrusion detection system includes Bayesian network,
AdaBoost algorithm, decision tree, support vector machine,
and convolutional neural network. For example, Shone et al.
[1] proposed a Nonsymmetric Deep AutoEncoder (NDAE)
based on unsupervised feature learning. �e literature [2]
proposed the use of hybrid ANN and Kohenen’s self-or-
ganizing Feature Mapping (SOM) for visual intrusion and
the use of recoverable propagation neural network for
classi�ed intrusion. �e literature [3] uses SOM and radial
basis function (RBF) combination method, which has better
results than RBF network. In addition, more advanced

methods include multiclass SVM [4] and BP Neural Net-
work BPNN [5]. Hu et al. [6] introduced cross-layer ag-
gregation network model based on convolutional neural
network and applied the improved convolutional neural
algorithm to the intrusion detection framework. �e ac-
curacy of the intrusion detection system has improved. Zhi-
feng et al. [7] improved the initial value K by using the
interclass and intraclass dissimilarities and proposed an
intrusion detection model based on the improved K-means
algorithm, which reduced the false positive rate of the in-
trusion detection system. �is combination method can
meet the complex and high-dimensional characteristics of
the current network. �e methods mentioned above per-
form well in dealing with known network attacks, but they
have problems in e�ciency and cannot cope with the
problem that the system characteristic database needs to be
updated frequently.

Although the above research has improved the sample
recognition ability and performance, in the case of huge data
�ow, complex data �ow, and speci�c attacks, there will be
problems such as poor accuracy and huge processing re-
source consumption. �is paper proposes an intrusion
detection method that combines K-means algorithm and
convolutional neural network algorithm. Because the K-
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means algorithm is simple to calculate and has low data
requirements, while the convolutional neural network al-
gorithm has a high accuracy rate in multi-classified data, it is
expected that the combination of the two algorithms will
significantly improve the accuracy and efficiency of intru-
sion detection. )is model is based on the improved con-
volutional neural network proposed in this paper, combined
with the cross-layer design method, and uses the pre-
processed original sample data set for model training. And
then, through cyclic feature extraction and iterative opti-
mization, the model achieves a good convergence effect.
)rough the classification test of the trained classifier, the
experimental results verify that the method in this paper has
a great detection effect.

2. Construction of Intrusion Detection System
Based on Improved Algorithm

Since intrusion detection is a kind of multiclassification
problem, we chose K-means unsupervised clustering algo-
rithm as the basis for subdivision improvement combined
with neural network. )e design method is mainly based on
the characteristics of convolutional neural network to build a
multilayer aggregation model, using the sample data set after
preliminary screening for model training [8], through cyclic
feature extraction and optimization iteration, finally make the
convergence effect of the algorithm verified.)rough training
and testing, we verify that the method in this paper has a good
detection effect, and put forward the overall model framework
as shown in Figure 1. First of all, the network data is pre-
clustered by the K-means algorithm, and the data set is
preclassified according to the type of data stream. )en, enter
the preclassified data stream into the convolutional neural
network trainingmodel by class, and build amultilayer neural
network model. Finally, it contains the attribute values and
data packets obtained by passing the data through the trained
neural classifier.

2.1. K-Means Clustering Algorithm. )is paper will use the
K-means clustering algorithm to firstly classify the network
data stream into different types of clusters [9], so as to
separate the normal data classes and the intrusion data
clusters to the greatest extent. )e k-means clustering al-
gorithm takes the clusters as parameters into the algorithm,
and divides the data set into K clusters according to the

similarity [10]. Try to make the elements within the cluster
similar and the data between the clusters different.

)e basic process are as follows:

(1) Arbitrarily select a point from the collection of input
data objects set as the cluster center

(2) For each point in the data set, bring into equation (1)
to calculate its distance d(x) from the nearest cluster
center

d(υ − ω) �
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υi − ωi( 
2

i � 1, . . . , n, (1)

where υ is the cluster center, and ωi is the i-th point
in the dataset;

(3) According to the minimum distance assign each
point to each cluster center;

(4) Calculate the mean of each cluster and determine it
as the new cluster center;

(5) When the conditions for iterative termination are
met, the calculation is terminated; otherwise, con-
tinue to step (2) to execute the step.

)e classic K-means algorithm is fast, simple, has good
scalability, and has high efficiency for large data sets. Its time
complexity is /(nKT) and is nearly linear, which is suitable
for mining large-scale data. However, the value of K is
difficult to estimate, and the number of iterations and the
final result will be greatly affected by the initial point. Due to
the large amount of KDDCUP99 data set and the mixture of
normal data and intrusion data, the training set is first di-
vided into two categories by the K-means algorithm clus-
tering module, which is called the attack data set AD
(Attackdata set), the normal data set ND (Normaldata set),
subdivided as the following Table 1:

2.2. Convolutional Neural Network Training.
Convolutional Neural Network (CNN), as a semisupervised
neural network, has a better effect in machine learning for
data stream feature abstraction [11], and has excellent
feature learning ability, so it is the focus of application
research in the intrusion detection industry in recent years.
CNN consists of two parts: convolutional layer and pooling
layer [12]. )e feature of the convolutional layer is that the
data features of the original data are extracted by the
convolution operation. Relatively speaking, the pooling layer
pays more attention to the original data itself rather than its
features [13]. It retains the main features of the original data,
and reduces the dimension of the high-dimensional data
space where the data is located to avoid the disaster of di-
mensionality. )e mathematical characteristic of CNN is the
result of multiplying two vectors and summing them up and
the core idea of convolution is to extract data features. )e
initial convolution process is to first outline the features,
such as classifying the samples, and then convolving the
sample data features. )e deeper the convolution layer, the
higher the feature complexity and the more detailed the
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Figure 1: Intrusion detection process.
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difference. )rough the volume 0 layer, on the premise of
retaining the main characteristics of the data, the dimen-
sionality of the data features is reduced to achieve the effect
of removing redundancy. Usually, after the dataset passes
through many convolutional layers and pooling layers, after
being processed by the fully connected layer, it is finally
classified by Softmax to obtain the classification result of
intrusion detection. )e author will use an eight-layer
network model to build a neural network training system in
an intrusion detection system, using two layers of convo-
lution and pooling.)e author defines the loss function with
cross entropy that characterizes the gap between the pre-
dicted result and the real result, and uses the L2 regulari-
zation method to prevent the model from overfitting.

)e L2 regularization formula is very simple, directly
adding the sum of the squares of the weight parameters to
the original loss function. Assuming that the network layer
parameter to be regularized is w, the l2 regularization form is
as follows:

L � Ein + λ wj



. (2)

Among them, E_in is the training sample error that does
not contain the regularization term, λ controls the size of the
regularization term, and a larger λ value will constrain the
model complexity to a greater extent, and vice versa. In
actual use, the regular term is generally added to the ob-
jective function (loss function), and the error of the overall
objective function is backpropagated, so as to achieve the
effect of the regular term and guide network training. L2
regularization is commonly called “weight decay” in deep
learning, and L2 regularization is also called “ridge re-
gression” or Tikhonov regularization in machine learning.

And he added the Dropout layer after the fully connected
layer, and then obtained the classification probability
through the Softmax layer. )e final category is the category
with the highest probability. )e training model of the

convolutional neural network in the intrusion detection
system in this paper is shown in Figure 2. )e convolution
kernel of the first layer of convolution is 1× 41× 1, and the
second layer of convolution kernel is 1× 39× 32.)e pooling
layer of the model adopts maximum pooling, and then
connects two fully connected layers, and the number of
nodes in the final output layer is 40.

2.3. System Construction. )e overall process framework is
shown in Figure 1. First of all, we need to use the K-means
clustering algorithm to divide the preprocessing data set into
K clusters (K is the number of different clusters). Next, the
initial score data is processed by convolution, pooling, and
other modules after passing through the convolutional neural
network model. )en get the categorical data by SOFTMAX.
Finally, by matching data features with behavior features or
pattern features, it is possible to determine whether there is a
network attack or abnormality, and the category of the ab-
normal behavior (normal (in the case of initial false exposure),
DDoS, U2R, R2L, etc.). )e result is that we get the intrusion
detection result of the obtained data.

In the whole process, the K-means algorithm is used to
initially screen the data, the K value is set to 2, and the initial
data is marked as normal or abnormal cluster (Attack). )e
cluster anomaly data is then subdivided through a con-
volutional neural network, and the anomaly types are
subdivided into 4 categories with a total of 39 attack types.
Among them, 22 attack types appeared in the training set,
and another 17 unknown attack types appeared in the test
set. )e purpose of this design is to test the generalization
ability of the classifier model, and the ability to detect un-
known attack types is an important indicator to evaluate the
quality of the intrusion detection system.)e four exception
types are shown in Table 1. Each connection record in the
KDDCup99 training data set contains 41 fixed feature at-
tributes and a class identifier, which are used to indicate that

Table 1: Data cluster identification.

Category Identification category Implication Segment specific identification
1 Normal Normal data Normal
2 DDOS Distributed denial of service Back, land, Neptune, pod, etc.
3 Probing Probing attack Ipsweep, nmap, portsweep, etc.
4 R2L Remote-to-Login ftp_w, guess_password, imap, etc.
5 U2R User-to-Root buffer_overflow, loadmodule, etc.
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Figure 2: )e structure of CNN mode.
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the connection record is normal or a specific attack type.
Among the 41 fixed feature attributes, 9 are symbolic, and
the others are continuous. We use Python to preprocess the
data, including numerical replacement text, numerical
normalization, and label one-hot encoding. )e numerical
replacement text in this is mainly to convert the value of each
41 eigenvalues of each connection into a numerical form.

)e specific steps of the intrusion detection framework
are described as follows:

Step 1. Get the original network data packets from the
network.

Step 2. Preprocesses the original network data pre-
processing main.

It is divided into 3 steps:

(1) Feature extraction. Use feature extractor on raw
network packets.
Feature extraction.

(2) Attribute mapping. Convert the extracted character
network data to numeric values type of data.

(3) Data normalization. Due to the large difference
between the data of the same attribute, the influence.

)e training of the neural network is affected, so the data
is normalized to the [0, 1] interval.

Step 3. K-means algorithm sorting: perform preliminary
screening of the obtained standard data set.

Step 4. Data separation: divide the obtained image data into
training data, test data, andcertification data. Among them,
the training data is used to train the CNN model, and the
test.

)e proof data is used to test the effect of the CNNmodel
training process, and the test data is used to.

It is used to test the effect of the trained model.

Step 5. Model Training: training and Parameters for Deep
Convolutional Neural Networks Tuning.

(1) Initialize the CNN model parameters.
(2) Train the CNNmodel, using the validation data set to

complete the training in each round.
)e deep convolutional neural network is verified.
After the neural network training is completed,
according to the verification.
According to the verification results, the parameters
in the deep convolutional neural network are ad-
justed until the model is optimal.

(3) Finally, a trained optimal deep CNN model is
obtained.

Step 6. Input the test data set after preprocessing in Step 2.
To the trained deep CNN model, the classification

prediction of each data is obtained. Test results.

)e entire intrusion detection system has roughly four
steps. Firstly, the captured network traffic is subjected to in-
depth packet analysis, and secondly the K-means clustering
algorithm is used to perform initial classification. And then,
data preprocessing is performed on the abnormal data in the
initial score data, and the convolutional neural network
model is trained. And finally detect network traffic through
the trained convolutional neural network model. )e in-
trusion detection system model based on convolutional
neural network is shown in Figure 1. )e model is mainly
composed of three parts: data preprocessing module, data
hierarchy module, and convolutional neural network
module. )e principle of the model is as follows: first, the
data to be detected is obtained by in-depth analysis of the
data packets from the network traffic, and the data to be
detected is processed by the preprocessing module. Sec-
ondly, the data to be detected enters the data layer change
module, each layer of data is processed layer by layer and the
convolutional neural network module, and the classification
data is obtained through the excitation process. )irdly, by
matching the classified data with the network attack be-
havior characteristics or pattern characteristics, we can
further judge whether there is a network attack or abnor-
mality, and the category of the abnormal behavior (Normal,
Probe, DoS, U2R, R2L, etc.). Finally, we can Get the IDS test
results of the data. )is model can help system adminis-
trators to detect network security vulnerabilities in their
organizations and respond in a timely manner, repair the
vulnerabilities to avoid being attacked, or lose important
information and prevent the security of the network from
being threatened.

3. Experimental Results and Analysis

In this study, the detection verification and comparative test
experiments of the detection model are carried out on the
Linux operating system. Use Python’s deep learning library
Pytorch to program the CNN in this article. In order to
improve computing efficiency and reduce training time, the
Pytorch-GPU version is used for parallel computing ac-
celeration. )e hardware and software configuration envi-
ronment of the experiment is shown in Table 2.

3.1. 1e Introduction of the Data Set. )e raw data for
KDDCup99 comes from the DARPA Intrusion Detection
Assessment Program in 1998, and all network data comes
from a simulated US Air Force LAN with many simulated
attacks added. )e training data for the experiment was
seven weeks of network traffic, which contains about 5
million network connections.)e test data of the experiment
was two weeks of network traffic and contained about two

Table 2: Experimental environment configuration.

Configuration Environment
Intel core i7-7700 CPU @ 2 80GHz Ubuntu16.0
Nvidia GeForce GTX 1050(6GB) Python3.72
16GB RAM Pytorch1.10.0
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million connections. By processing the above datasets, a new
data set can be formed. )is data set was used in the
KDDCUP competition held in 1999 and became the famous
KDD99 data set. Although it has been a long time since now,
the KDD99 dataset is still an important empirical dataset in
the field of network intrusion detection.

3.2.1eNormalizationofData. Based on the TFAmodel, the
original data is processed by missing value cleaning, ei-
genvalues, and quartile outlier cleaning to generate model
indicators, and the generated indicators need to be stan-
dardized. Common methods for this processing include
min-max normalization, Z-score normalization, and mean
normalization. In this paper, the Z-score standardization
method is used to process the generated indicators. )is
method uses the Numpy.std function to substitute the model
indicators into formula (3), respectively, to obtain the in-
dicator properties of the clustering algorithm.

P
∗

�
P − μP

δP

, (3)

where μ is the mean of all sample data, and Y is the standard
deviation of all sample data.

It ends up preprocessing into 4 files (train_x.csv,
train_y.csv, test_x.csv, test_y.csv).

3.3. Experimental Verification. In order to test the effect of
this model in the intrusion detection system, the convolu-
tional neural network is tested on the KDD CUP99 data set.
We first preprocess the KDDCUP99 data set, and then input
it into the K-means clustering algorithm in this paper for
initial classification, and then put the abnormal data after
initial classification into CNN to train the model according
to the proportion of 20% of the training data set. CNN
settings are shown in Table 3.

)e accuracy and loss function curves of the training set
and validation set are shown in Figure 3, where acc and
val_acc represent the accuracy of the training set and val-
idation set, respectively, loss and val_loss represent the loss
function curve of the training set and validation set,
respectively.

What we need to do is to record the model accuracy of
the first 20 iterations of the convolutional neural network,
and then we can get the curve that the accuracy increases
according to the number of iterations. )e experimental
results are shown in Figure 3. After studying the rendering of
the convolutional neural network in Figure 3, we found that
the convolutional neural network seemed to reach the op-
timal value after 12 iterations. In order to prevent overfitting,
we chose to stop training at 12 rounds, which can quickly
converge to best results. At this point in the experiment, all
available data (training data + validation data) can be used

Table3: Setting of CNN model parameter.

CNN parameter Value
Input layer INput_dim� (11, 11)
Convolutional layer 1 Number of convolution kernels� 16, Stride� (5, 5), activation� relu
Pooling layer 1 Stride� (2, 2),
Convolutional layer 2 Number of convolution kernels� 8, Stride� (5, 5), activation� relu
Pooling layer 2 Stride� (2, 2),
Fully connected layer 1 Number of nodes� 100 activation� relu
Fully connected layer 2 Number of nodes� 50 activation� relu
Output layer Number of nodes� 5 activation� Softmax
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Figure 3: Accuracy and loss function and iterative relationship.
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for training to generate the final model. At the same time, we
can pass the test set into the model to get the prediction
result, and the prediction result is: Test loss: 2.06, Test ac-
curacy: 90.57%.

When training the model for the first time, the training
set is divided into 20% of the data as the validation set, so
that the training set and the validation set are the same
distribution, and the training accuracy and validation ac-
curacy are high. When training the model for the second
time, the training accuracy of each iterations is also high,
most of which are around 97%. However, when we evaluated
the model using never-before-seen data (test set), we found
that there was a certain gap between the model testing
accuracy and the training accuracy, and the model testing
accuracy became about 91%. In my opinion I think the main
reason for this is that the test set is not the same distribution
as the training set. )ere are 17 new attack types in the test
set that have never appeared in the training set, so that the
model cannot learn the network traffic rules of these attack
types from the training set. But from another point of view,
this shows that the model still has a certain degree of
overfitting and cannot generalize well.

4. Conclusions

In the increasingly huge network data environment, in the
face of complex and changeable types of attacks, in order to
improve the performance of intrusion detection, the author
applies a variety of data mining techniques to the intrusion
detection system, and uses the K-means clustering algorithm
to analyze the initial data. After processing, the data is used
for training the convolutional neural network, and finally the
trained model is used as a classifier for the intrusion de-
tection system to perform real-time detection of network
traffic. )e multi-layer convolution extracts the features of
normal and abnormal network traffic, and the fully con-
nected layer and Softmax are used to classify the network
traffic after feature extraction.)e training model is detected
on the KDD CUP99 test set.
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