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The mismatching of image features affects the calculation of the fundamental matrix and then leads to poor estimation accuracy of SLAM visual odometry. Aiming at the above problems, a visual odometry optimization method based on feature matching is proposed. Firstly, the initial matching set is roughly filtered by the minimum distance threshold method, and then, the relative transformation relationship between images is calculated by the RANSAC algorithm. If it conforms to the transformation relationship, it is an interior point. The iteration result with most interior points is the correct matching result. Then, the homography transformation between images is calculated, and the fundamental matrix is calculated by it. The interior points are determined by epipolar geometric constraints, and the fundamental matrix with the most interior points is obtained. Finally, the effects of the visual odometry optimization algorithm are verified by the TUM data set from two aspects: feature matching and fundamental matrix calculation. The experimental results show that an improved feature matching algorithm can effectively remove mismatched feature points while improving the operation efficiency. At the same time, the accuracy of feature point matching is increased by 15.8%. The fundamental matrix estimation algorithm not only improves the calculation accuracy of the fundamental matrix but also increases the interior point rate by 11.9%. A theoretical basis for improving the accuracy estimation of visual odometry will be provided.

1. Introduction

VO is an important part of SLAM, which mainly includes monocular VO, stereo VO, and 3D VO [1]. VO obtains image information through the camera and then calculates pose based on the constraint relationship of image feature points between frames, and to estimate object motion [2], it is mainly used in the fields of autonomous navigation, 3D reconstruction, and autonomous driving of mobile robots. VO can provide key pose information for robot localization, mapping, and navigation. However, when the sensor is affected by factors such as environment, illumination, and moving objects [3], the feature vectors of image feature points will change greatly, resulting in mismatches in the matching candidate set, thus affecting the robot pose estimation. Therefore, how to eliminate mismatched feature points is a key issue in VO and an important prerequisite for pose estimation. Mismatch elimination methods can be divided into three categories: resampling methods [4], graph theory-based, and block theory-based methods [5]. Among them, the related resampling techniques include epipolar constraints [6] and homography constraints [7]. The RANSAC algorithm used in [8] may lead to mismatches due to its randomness and hypotheses, and scholars have studied it. Ma et al. proposed a matching optimization algorithm called pixel shift clustering RANSAC, and it can eliminate the residual mismatches in matching results [9]. Zhai et al. proposed an improvement of RANSAC to an iterative form, which can reduce the blind sample process and ensure fast convergence speed [10]. Liu et al. used optimized neighborhood topology consistency and RANSAC to determine interior points, which improves matching robustness [11]. Meng et al. proposed a robust feature point matching algorithm named spatial order constraints bilateral-neighbor
vote [12], and it can remove outliers for a set of matches between two images and have strong robustness. In addition, some scholars reduce the mismatch by improving the robustness of feature points. The robustness is improved by increasing the number of feature matches in extreme scenes by image denoising [13]. Emam et al. used a Harris corner detector with nonmaximum suppression to detect keypoints in missing regions to evenly distribute detected keypoints [14], thereby improving the matching rate. In order to obtain better feature point quality and matching efficiency, Xie et al. proposed the idea of combining adaptive histogram equalization with the ORB algorithm [15]. Fan et al. proposed visualized local structure generation-Siamese attention network (VLSG-SANet), which eliminates mismatches through dynamic visual similarity evaluation [16].

The fundamental matrix [17] is estimated after establishing the feature point matching relationship between images. Correctly calculating the fundamental matrix is beneficial to accurately estimate the camera pose [18]. Fundamental matrix estimation algorithms can be divided into linear methods [19], iterative methods, and robust methods. As a linear method, the 8-point method [20] has poor adaptability to complex situations although its calculation is simple. Bugarin et al. proposed a single-step method that can solve both steps of the eight-point algorithm [21], and it had fewer iterations. The iterative algorithm [22] estimates the fundamental matrix by minimizing the objective function. Geometric error minimization [23], point to epipolar distance minimization [24], and epipolar geometric estimation [25] can improve the calculation accuracy of the fundamental matrix. The linear method and iterative method are suitable for data sets without mismatching points. However, robust estimation methods can still obtain higher estimation accuracy when matching point sets generate outliers, such as RANSAC, least median squares method, M estimation method [26–28]. Tatar proposed a soft decision optimization method to estimate the fundamental matrix [29], and a soft decision objective function is developed to remove outliers in the candidate correspondence set. In order to reduce the computational complexity, Ke et al. proposed to combine the singular value decomposition method with the interleaving parameterization method [22]. The robust algorithm can also be combined with a neural network. Shao et al. proposed a semantic filter based on a faster region-based convolutional neural network to address the outlier problem in RANSAC-based fundamental matrix computation [26]. Yang et al. used the improved convolutional block attention module to ensure the estimation of an accurate fundamental matrix which is rank-2 with 7 degrees of freedom and scale invariance [30]. Although the robust algorithm has a certain anti-interference performance, when the outlier ratio exceeds a certain range, the solution accuracy will be affected. Therefore, how to remove mismatched feature points is the focus of research.

Aiming at the problem that environmental interference causes the mismatch of image features, affects the calculation accuracy of the basic matrix, and leads to the low accuracy of VO estimation, a VO method based on feature matching is innovatively analyzed. Firstly, the minimum distance threshold method is used to roughly filter the initial matching set, and then, RANSAC is used to calculate the model Q. It is a correct match if it conforms to the model, and the mismatched feature points can be filtered out. Secondly, the homography transformation between images is calculated, and outliers are filtered through epipolar geometric constraints. The fundamental matrix can be calculated by the homography matrix. The experimental results show that the algorithm in this paper improves the correct matching rate of feature points and the calculation accuracy of the basic matrix, which lays a foundation for improving the estimation accuracy of VO.

2. Methods

2.1. Basic Theory. The RANSAC algorithm calculates the best model through iteration. Use random data to calculate model parameters, and then estimate other points in the dataset based on the model. The error within the threshold is an interior point; otherwise, it is an exterior point. Repeat the above steps and save model parameters corresponding to the maximum number of interior points as a final result. The RANSAC algorithm can be used to eliminate false matches, and the principle of epipolar geometry is the basis of calculating the fundamental matrix. As shown in Figure 1, I1 and I2 represent the imaging planes of the previous frame and the current frame, respectively. O1 and O2 are the corresponding optical centers of the camera. L1 and L2 are epipolar lines. p1 and p2 are matching feature points. The extreme points are e1 and e2.

When P is not in the space plane and feature points are correctly matched, the normalized plane coordinates and fundamental matrix F satisfy equation (1). If the feature points cannot fall on the epipolar line due to factors such as mismatching, calculate the distance from the feature points to their respective epipolar lines. When the distance is greater than the threshold, the point is considered to be an outlier.

\[ p_2^T F p_1 = 0. \quad (1) \]

If the feature points in the scene all fall on the same plane, motion estimation can be performed through homography. The homography matrix between two images can be expressed as (2). The homography transformation is the mapping of a coordinate point from one image plane to another.

\[ H = K ( R + t n^T ) K^{-1}, \quad (2) \]

where \( n \) is the unit normal vector, \( d \) is the distance from the coordinate origin to the plane, \( K \) is the camera internal parameter matrix, \( R \) and \( t \) are rotation matrix and translation vector respectively, \( H \) is the homography matrix, and \( p_1 \) and \( p_2 \) are homogeneous coordinates of \( p_1 \) and \( p_2 \) on the image.

2.2. VO Optimization Algorithm. In traditional visual SLAM, image information is collected by sensors and then input into the VO. Initial pose optimization is performed through
ORB feature matching, and camera motion is estimated based on adjacent image information. At the same time, closed-loop detection helps to correct the pose of the mobile robot, and the pose information is input to the back-end for optimization. Finally, a map is constructed to facilitate the positioning and navigation of the robot.

This paper optimizes two parts based on traditional visual SLAM: feature matching and basic matrix calculation. The optimization framework of VO based on visual SLAM is shown in Figure 2, and red part is VO optimization framework. Aiming at the problem of image feature mismatching, a feature-matching optimization algorithm is proposed. Firstly, the image features are extracted, and the feature points are roughly filtered out by the minimum distance method. Then, the RANSAC algorithm is used to further filter out the mismatched feature points. Aiming at the problem of poor fundamental matrix estimation accuracy, an optimized fundamental matrix estimation algorithm is proposed. Firstly, the homography transformation is calculated by the remaining feature points optimized by feature matching. Then, the fundamental matrix is calculated based on epipolar geometric constraints, so as to improve the accuracy and efficiency of fundamental matrix estimation.

The basic steps of VO include feature extraction, feature matching, coordinate transformation, and motion estimation. The research on the optimization algorithm of monocular VO consists of two parts: feature matching and basic matrix calculation. In terms of feature matching, the robust algorithm RANSAC has a certain antinoise performance. However, too high ratio of outliers will still lead to more mismatches, which will affect the subsequent calculation of the fundamental matrix. At the same time, RANSAC needs to set the threshold artificially when judging the internal and external points. Therefore, a feature-matching method based on the minimum threshold method is proposed. In terms of fundamental matrix calculation, RANSAC estimates the fundamental matrix by randomly selecting feature points as interior points. The accuracy depends on the ratio of interior points, which is easy to fall into the local optimal solution. As a result, the estimation accuracy of the visual odometer is low, which affects subsequent positioning and mapping.

Therefore, it is necessary to study the optimization calculation method of the fundamental matrix. To sum up, feature matching based on the minimum threshold method is used to reduce mismatched feature points. Then, the remaining point set is used to estimate the camera pose through the optimized fundamental matrix calculation method based on homography transformation. In this way, the initial pose optimization is realized, and the overall estimation performance of VO will be improved.

2.2.1. Feature Matching Based on Minimum Threshold.

The threshold scale setting of RANSAC is highly dependent on experience. In order to further improve the matching accuracy, an optimized feature matching method is proposed. The minimum threshold method [31] is used to roughly filter out the false matching and then use RANSAC to calculate the corresponding model of matching points. By verifying the correctness of the model, the mismatched feature points can be precisely filtered out. The motion model of transformation between images is shown in equation (3). The relative transformation matrix $H$ has 8 degrees of freedom, which can be calculated and solved by 4 pairs of corresponding feature points.

$$
\begin{pmatrix}
  x' \\
  y' \\
  1
\end{pmatrix} =
\begin{pmatrix}
  h_1 & h_2 & h_3 \\
  h_4 & h_5 & h_6 \\
  h_7 & h_8 & h_9
\end{pmatrix}
\begin{pmatrix}
  x \\
  y \\
  1
\end{pmatrix},
$$

where $(x', y')$ is the feature point of $K$–1 frame image; $(x, y)$ is the feature point corresponding to $(x', y')$ of $K$ frame image. The minimum number of iterations $K$ of the RANSAC algorithm satisfies

$$
K = \frac{\ln(1 - P_m)}{\ln(1 - \eta^m)},
$$

where $m$ is the minimum data required to calculate the model parameters; $P_m$ is the confidence level, indicating the probability that at least one of the selected data is an interior point. $\eta$ represents the probability that the selected data is an outer point.

The minimum threshold method needs to select a feature point in the image and then perform distance testing with the feature points in adjacent images in turn. Finally, return the closest feature point. When matching pairs satisfy (5), the matching is correct. Otherwise, the matching is eliminated.

$$
d_i < \alpha d_{\text{min}},
$$

$d_i$ is the distance of eigenvectors in the $i$ matching pair; $d_{\text{min}}$ is the minimum distance of matching pairs in the initial matching set; $\alpha$ is the set threshold.

The algorithm achieves the effect of eliminating mismatches by setting different thresholds. The principle is simple, and the operation speed is fast. However, when the threshold is not set correctly, the correct matching is easy to be eliminated. It will also result in the consequence that the number of matching after elimination does not meet.
application requirements. Therefore, RANSAC is combined with a minimum threshold. The mismatch elimination algorithm based on RANSAC is shown in Figure 2. Firstly, the initial matching set $M$ is obtained by using the similarity of feature vectors. Then, the minimum distance threshold method with a threshold of eight is used to roughly eliminate feature matching. When the matching pair of the initial matching set satisfies equation (5), it is the correct matching. Otherwise, the matching is eliminated, and then, the matching set $M_1$ is obtained. Randomly select $N + 1$ pairs of matching pairs from the matching set $M_1$, where $N$ pairs of matching pairs are used to calculate the relative transformation matrix to obtain the model $Q$ (equation (3)). Then, the accuracy of model $Q$ is verified by using the remaining one pair of matching. If the imported formula (2) does not hold, the model is not accurate. Then, eliminate the model and repeat the above steps. On the contrary, the model is accurate, and the number of inliers that fit the model is counted. The iterative result with the largest number of inner points is the correct matching result.

### 2.2.2. Fundamental Matrix Optimization Method

The feature matching based on the minimum threshold method can reduce mismatched feature points. However, when using a residual point set for camera pose estimation, the “randomness” and “easy to fall into the local optimal solution” of the RANSAC algorithm will lead to the poor calculation accuracy of the basic matrix. In order to improve the overall performance of VO, a fundamental matrix estimation algorithm combining homography transformation and epipolar geometric constraints is proposed. By improving the estimation accuracy of the basic matrix between different images, the optimization of camera pose estimation is realized, thereby improving the overall performance of the VO.
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The projected coordinates of the point $P$ located on the plane in the space on different images should satisfy both homography and epipolar geometric constraints. According to the homography transformation relationship, the formulas are as follows:

\[
\begin{align*}
\begin{cases}
(u_2, v_2, 1) \times \begin{bmatrix} h_7 & h_8 & h_9 \\ -h_1 & -h_2 & -h_3 \end{bmatrix} \times \begin{bmatrix} u_1 \\ v_1 \end{bmatrix} &= 0, \\
(u_2, v_2, 1) \times \begin{bmatrix} h_7 & h_8 & h_9 \\ -h_4 & -h_5 & -h_6 \end{bmatrix} \times \begin{bmatrix} u_1 \\ v_1 \end{bmatrix} &= 0,
\end{cases}
\end{align*}
\]

where $P_1 = (u_1, v_1, 1)$ and $P_2 = (u_2, v_2, 1)$ are the homogeneous coordinate form of $p_1$ and $p_2$ on the image. After finishing, the formula is abbreviated as (7) where $M_1$ and $M_2$ are both matrices consisting of parameters in $H$.

\[
\begin{align*}
\begin{cases}
P_2^T M_1 P_1 &= 0, \\
P_2^T M_2 P_1 &= 0.
\end{cases}
\end{align*}
\]

The coefficient relationship between fundamental matrix $F$ and homography matrix $H$ is established as (8) and (9). The coordinates of the projection imaging points of $P$ on the images $I_1$ and $I_2$ are substituted into two formulas to solve the coefficients $a$ and $b$. Thus, the value of the fundamental matrix $F$ is calculated according to equation (10).

\[
\begin{align*}
P_2^T (a M_1 + b M_2) P_1 &= 0, \\
ah_{13} + bh_{23} &= -1, \\
F &= a M_1 + b M_2.
\end{align*}
\]
The fundamental matrix optimization algorithm is shown in Figure 2, and the algorithm steps are as follows:

Step 1: The feature points in the interior point set obtained by the optimized feature matching algorithm are normalized.

Step 2: Use RANSAC to obtain the homography matrix \( H \) between images.

Step 3: The error existing in homography transformation is the distance between pixel coordinates obtained by homography transformation of interior points in image \( I_1 \) and the matching feature points in image \( I_2 \). The errors are sorted, and inner points with a smaller error are brought into equation (2). The exact homography matrix \( H \) is obtained by calculation.

Step 4: Select feature points in the collection of outer points for calculating the initial \( H \) and bring them into equations (8) and (9) to solve the coefficients \( a \) and \( b \). And then calculate \( F \) from equation (10).

Step 5: The epipolar geometric constraint is used to filter outer points. The distance from corresponding feature point to epipolar line is obtained by equation (12) and compared with the set threshold. If the error exceeds threshold, it is an outlier.

Step 6: Loop above steps until the fundamental matrix \( F \) with the most interior points is found.

3. Experimental Results and Analysis

In order to verify the effectiveness and robustness of the VO optimization algorithm proposed in this paper, the effects were analyzed from two aspects: feature matching and fundamental matrix calculation. The experiment selected the data rgbd_dataset_freiburg1_room in the TUM dataset [32]. The experimental platform adopted Ubuntu18.04 system, CPU Intel-i5, 8 GB memory, and Openvc4.5.2 open-source library.

In terms of feature matching, in order to verify the effects of the VO optimization algorithm to remove the mismatched feature points, a comparative experiment of the improved feature matching algorithm was carried out. In order to compare the error matching elimination effects using the RANSAC algorithm and improved feature matching algorithm, use \( K−1 \) and \( K \) frames of rgbd_dataset_freiburg1_room data in the TUM dataset to perform a mismatch elimination experiment as shown in Figure 3. The matching results of the initial matching algorithm, minimum threshold method, RANSAC, and improved feature matching algorithm are shown in Figure 4.

The dots at both ends of the line are shown in Figure 4, representing the feature points for feature matching between images. The straight lines represent the corresponding relationship of feature points after image matching, where parallel lines represent correct matching and the intersecting lines represent wrong matching. The initial matching results in Figure 4(a) indicate that the features between images will produce false matches due to noise and other reasons. The minimum threshold method only reduces false matching to a certain extent, and the logarithm of correct matching is affected by the threshold setting in Figure 4(b). If the RANSAC algorithm shown in Figure 4(c) is used, the number of mismatches is reduced compared to the threshold method. However, relying on artificially set thresholds results in unstable computations. The number of matching pairs of the minimum threshold method increases with the increase of the threshold. When the threshold is set to 11, the matching pairs of the minimum threshold method are 285. There are many mismatched feature points, and the running time is long. When the threshold is set to 9, the remaining matching pairs are less. Therefore, the threshold is set to 10 in this paper. As a result, the fusion method of minimum distance threshold and random sampling consistency is used to eliminate false matching. As shown in Figure 4(d), the mismatching pairs are reduced.

The performance comparison based on picture Church [33] between this feature matching algorithm and other matching algorithms is shown in Table 1. In order to further verify the running speed of the algorithm in this paper, five different environment images of bear, computer, desk, floor, and building in TUM are used as test images to compare the running time of the algorithm, as shown in Figure 5. In this paper, the accuracy [34] is taken as the evaluation index of algorithm accuracy. Set the slope of the matching line segment [39] between two horizontal matching feature points on the matching image as the standard slope, and then compare the slope of other matching line segments with it. If the slopes are equal, it is a valid match, and the correct matching logarithm is obtained; otherwise, it is a wrong match. The definition of accuracy is as follows (11), and the slope formula is as follows (12):

\[
\text{Accuracy} = \frac{\text{Correct matching pairs}}{\text{Matching pairs}}, \quad (11)
\]

\[
k = \frac{y_2 - y_1}{x_2 - x_1}, \quad (12)
\]

where \((x_1, y_1)\) and \((x_2, y_2)\) are the matching feature points obtained from the interframe images filtered by the feature matching optimization algorithm.

The number of matching pairs filtered by the algorithm in this paper has decreased, but more correct matching pairs are retained than in other kinds of algorithms. Table 1 shows that the running speed of the algorithm in this paper is 0.046 s, and that of the RANSAC algorithm is 0.121 s. It can be seen that the algorithm in this paper runs faster. At the same time, the accuracy of the algorithm in this paper is 91%, which is 14% higher than that of RANSAC. At the same time, compared with TSAC [34], FLANN [35], GMS [36], KNN [37], LPM [38], the accuracy of the algorithm in this paper is increased by 7%, 26%, 8%, 30%, and 10%, respectively. In Figure 5, the horizontal axis shows the images of five different environment categories, and the vertical axis shows the running time. It can be seen from Figure 5 that the running time of the improved feature-matching algorithm is lower than other algorithms in different categories of images. Therefore, the operation efficiency of the improved feature-matching algorithm based on the minimum threshold proposed in this paper is better than the traditional
RANSAC algorithm. It can effectively perform false matching screening, and the screening results obtained have a high accuracy rate.

In terms of basic matrix calculation, in order to verify the camera pose estimation accuracy of the VO optimization algorithm proposed in this paper, the basic matrix experiment was carried out. Experiments are carried out on different scenes of rgbd_dataset_freiburg1_room to obtain the epipolar geometric relationship, as shown in Figure 6.

It can be known from the epipolar geometry that all epipolar lines intersect at the epipolar point, which can be used to verify whether the estimated fundamental matrix is correct. As shown in Figure 6, epipolar lines of adjacent frame images intersect at one point, which is the epipolar point. It shows that the calculation result of the fundamental matrix is correct. The matching corresponding points are represented by circles. The corresponding fundamental matrix is estimated by the method in this paper, and the

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Matching pairs</th>
<th>Correct matching pairs</th>
<th>Accuracy (%)</th>
<th>Running time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OURS</td>
<td>54</td>
<td>49</td>
<td>0.91</td>
<td>0.046</td>
</tr>
<tr>
<td>RANSAC [8]</td>
<td>49</td>
<td>38</td>
<td>0.77</td>
<td>0.121</td>
</tr>
<tr>
<td>TSAC [34]</td>
<td>25</td>
<td>21</td>
<td>0.84</td>
<td>0.054</td>
</tr>
<tr>
<td>FLANN [35]</td>
<td>170</td>
<td>110</td>
<td>0.65</td>
<td>0.075</td>
</tr>
<tr>
<td>GMS [36]</td>
<td>47</td>
<td>39</td>
<td>0.83</td>
<td>0.048</td>
</tr>
<tr>
<td>KNN [37]</td>
<td>18</td>
<td>11</td>
<td>0.61</td>
<td>0.063</td>
</tr>
<tr>
<td>LPM [38]</td>
<td>85</td>
<td>69</td>
<td>0.81</td>
<td>0.050</td>
</tr>
</tbody>
</table>
Figure 5: Comparison of algorithm running time based on different types of images.

Figure 6: Continued.
corresponding epipolar line which is straight line in figures is drawn. At the same time, feature points basically fall on the estimated corresponding epipolar lines, which accurately represents obtained epipolar geometric relationship. It shows the accuracy of the algorithm in this paper.

The method in this paper is compared with the algorithm based on RANSAC to calculate the fundamental matrix. Interior point rate is used as an evaluation error for the estimation accuracy of the fundamental matrix, and the evaluation is performed on all feature points. It is the probability that the distance from point to epipolar line is less than 1 pixel. Firstly, calculate the distance from the point \( p_i \) to the epipolar line \( L_i = Fp_i \), as shown in equation (13). The average distance from matching points to epipolar line is further calculated, as shown in (14).

\[
D = \frac{p_i^T Fp_i}{\sqrt{(Fp_i)_1^2 + (Fp_i)_2^2}} \tag{13}
\]

\[
d = \frac{1}{2} \left( \frac{1}{\sqrt{(Fp_i)_1^2 + (Fp_i)_2^2}} + \frac{1}{\sqrt{(F^T p_i)_1^2 + (F^T p_i)_2^2}} \right) \tag{14}
\]

where \( d(p_i, Fp_i) \) and \( d(p_i', F^T p_i) \) are the geometric distance between the matching point pair \( p_i(p_i') \) and the corresponding epipolar line in the image, respectively. The interior point rate of each algorithm is shown in Table 2.

![Figure 6: The epipolar geometric relationship estimated by our method for different scenes. (a) Computer, (b) bear, (c) blackboard, (d) desk.](image)

<table>
<thead>
<tr>
<th>Scenes</th>
<th>RANSAC [8]</th>
<th>Reference [41]</th>
<th>Reference [42]</th>
<th>Algorithm in this paper (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>74</td>
<td>78</td>
<td>86</td>
<td>89</td>
</tr>
<tr>
<td>Bear</td>
<td>71</td>
<td>72</td>
<td>80</td>
<td>85</td>
</tr>
<tr>
<td>Blackboard</td>
<td>69</td>
<td>72</td>
<td>76</td>
<td>92</td>
</tr>
<tr>
<td>Desk</td>
<td>80</td>
<td>82</td>
<td>88</td>
<td>91</td>
</tr>
</tbody>
</table>

In the comparative experiment, the basic matrix is calculated based on traditional RANSAC [8], reference [41], and reference [42], respectively. For four different scenes, it can be seen interior point rate of the algorithm in this paper has been improved by about 15.75%, 13.25%, and 6.75% compared with the above three algorithms. Experiments show that the estimation accuracy of the basic matrix is improved by using the optimization fundamental matrix algorithm based on homography transformation and epipolar geometric constraints.

Therefore, combining the experiments of feature matching and fundamental matrix calculation, the VO optimization method proposed in this paper can obtain reliable object motion estimation. The performance of VO will be improved.

### 4. Conclusions

The sensor is affected by environment, texture repetition, and illumination, resulting in the difficulty of image matching. Due to the influence of mismatching on the calculation of the fundamental matrix, the estimation accuracy of VO is poor. An optimization method of VO based on feature matching is proposed. Firstly, the feature matching based on the minimum threshold is used to reduce the number of mismatched feature points. Then, the camera pose is estimated by the fundamental matrix optimization algorithm based on the remaining point set to realize the initial pose optimization. The VO estimation performance is improved by the above algorithm. The following conclusions were drawn through the above research:

1. Integrating the minimum threshold method with the RANSAC algorithm can remove mismatched feature points. The homography matrix is calculated by the remaining point set. It combines epipolar geometric constraints to calculate a precise fundamental matrix, so as to realize object motion estimation.
2. The results show that the accuracy of image feature points matching increased by 15.8%, and the rate of interior points increased by 11.9%. Thus, the problem of feature points mismatching in RANSAC has
been solved, and the estimation accuracy of the fundamental matrix has been improved.

(3) Reliable motion estimation and the robustness of VO are innovatively analyzed in this paper. It will also provide a basis for subsequent theoretical research on VO.

Abbreviations

VO: Visual odometry
SLAM: Simultaneous localization and map building
RANSAC: Random sample consensus
ORB: Oriented FAST and rotated BRIEF
TSAC: Triangular topology probability sampling consensus
FLANN: Fast approximate nearest neighbor search library
GMS: Grid-based motion statistics
KNN: K-nearest neighbors
LPM: Locality preserving matching.
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