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Traditionally, economic data of power supply is often analyzed through the count regression model due to the type of empirical data
in the decision-making process. However, in reality, it is di�cult to use count data model for data with autoregressive features.  e
main reason is that the time series features and autoregressive attributes cannot be controlled through the count regression model,
which violates the assumptions set by the model.  erefore, there may be errors in the empirical analysis results.  is letter �rstly
describes the characteristic of the count regressionmodel and the problem, and then we re�ne themultiplicative autoregressive count
model for dynamic count data. emodel has desirable theoretical properties and is trivial to incorporate into existingmodels for the
count data. In this study, the multiplicative autoregressive counting model for dynamic counting data is improved.  e model has
ideal theoretical properties and can be easily incorporated into existing economic models of counting data, especially for power
supply policy analyses.

1. Introduction

In traditional economic modelling in energy problems, the
traditional regression models are not suitable for analyzing
nonnegative count data from an empirical dataset [1]. is is
because traditional regression uses the ordinary least squares
(OLS), which assumes that data are normally distributed,
where count data do not follow a normal distribution [2].
 erefore, in terms of analyzing count data, three types of
count regression models are often used, that is, Poisson
Regression [3], Zero-In�ated Poisson Regression [4], and
Negative Binominal Regression [5]. For example, Bai et al.
[6] employed data from scienti�c research projects in China,
where the research object is the number of thermodynamic
research projects. Another example is that in the current
COVID-19 outbreak, the number of infections among
di¤erent people diagnosed is actually similar to a pattern of
count data, but this pattern is more similar to a pattern with
time series characteristics.  e data are thus nonnegative
statistical values, and it is more suitable to apply Poisson

Regression for analysis. In recent years, with the progress of
measurement methods and software technology, great
progress has been made in measurement problems and
carding model construction that could not be solved in the
past [7–9].

In energy planning, power supply policy plays a vital role
in the national economy and is important for people’s
livelihoods. Reference [10] pointed out that during the
annual peak electricity consumption period, the coordina-
tion of energy supply in China becomes a challenge.  e
power consumption is directly determined by the size and
load of the power generation capacity.  erefore, it is im-
portant for the power sector in China to accurately predict
the development of power generation in China so that
policies can be made accordingly based on the data.
However, as the authors in [11] pointed out, power gen-
eration in China has shown the characteristics of being long
term, seasonal, and periodical. In terms of the developing
trend, as time goes by and with the improvement of people’s
living standards, the power generation �uctuates, with an

Hindawi
Mathematical Problems in Engineering
Volume 2022, Article ID 6864015, 5 pages
https://doi.org/10.1155/2022/6864015

mailto:jilianghucentral@outlook.com
mailto:senthilapsk@gmail.com
https://orcid.org/0000-0002-8580-0191
https://orcid.org/0000-0002-2981-584X
https://orcid.org/0000-0001-7801-2261
https://orcid.org/0000-0003-0887-9518
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6864015


overall trend of increase in the total amount. As for peri-
odicity, due to the influence of various factors such as
seasons or demand, the power generation in China shows a
repeated cyclic change every 12 months. Reference [12]
found that this phenomenon led to a serious problem that
the power generation of the power plant in each period
actually has a certain degree of time series problem, which
also results in the existence of time series in the data used for
power supply economic planning and policy formulation.

-e stability of the time series directly affects the validity
of the constructed model [13]. -e numerical characteristics
of a stable time series, such as the mean, variance, and
covariance, do not change with time, and the randomness of
the time series at each time point follows a certain proba-
bility distribution [14]. -at is, it can use the information
from a previous time point in the time series to build amodel
to fit the past information and then make predictions [15].
However, for a nonstable time series, the numerical char-
acteristics change with time, and thus, it is impossible to
grasp the overall randomness of the time series through
known information [13]. Hence, it is difficult to model and
predict a nonstable series. When a regression model is built
with two independent nonstable time series, a statistically
significant regression function is more likely to occur, which
is called a spurious regression. -e commonly used method
for testing the stability of time series is the unit root test [16].
However, the unit root test is often misused with an in-
appropriate method, leading to wrong tests and spurious
regression. -erefore, when analyzing data with an econo-
metric model, a specific model must be selected according to
the characteristics of data [17, 18]. In the face of count data
with nonnegative values, it is recommended to use the count
regression model. However, in reality, the observation data
sometimes have the nature of time series or autoregression.
In this case, analyzing data with the count regression model
will cause biases in estimation because it cannot deal with the
problem of autoregression and possible heteroscedasticity.
When it comes to data analysis in electric power research,
data in this field often have a certain degree of timing
problem in the power generation of power plants in each
period. If this phenomenon cannot be effectively solved,
other robust analyses may still be required for empirical
analysis to ensure the correctness of the empirical results.
Scholars have used generalized linear models and dynamic
regression models to deal with the above problems. How-
ever, using a combination of the two has proven difficult,
especially because of the difficulties in using lagged de-
pendent variables in generalized linear models as means of
modelling autoregressive dynamic processes. -ese prob-
lems exist in dynamic count models, including the problem
that taking lagged dependent variables as a regression
variable often leads to econometric difficulties [19]. For this
reason, the literature has proposed different approximations,
including some original approaches [20, 21]. But most of
these models are difficult to implement and have unrealistic
assumptions about the data-generating process of the de-
pendent variable. To address this issue, we used the im-
proved multiplicative autoregressive model for count data
proposed by [22] and proposed a revisedmodel for the count

regression model.-is paper is structured as follows: Section
2 constructs the count regression model used in traditional
econometrics and explains related issues. In Section 3, a
revised model incorporating the time series features and
autoregressive properties is proposed. In Section 4, the paper
concludes with a summary of the main findings and points
out the potential application of the revised model.

2. Constructing Count Regression Models

Some statistical data follow a distribution skewed to the right
and thus do not appear to be normally distributed. In this
case, the classical regression model is usually not an optimal
option for model estimation. In event analysis, for example,
if the observed variable has a large number of values such as
0 or 1 in the data, Poisson regression is generally used for
analysis [23]. -is model is set as follows.

Suppose that the dependent variable representing the
number of events Yi, i � 1, 2, . . . ,n is a nonnegative random
variable, with the observation yi coming from the Poisson
distribution Poi(ui) of the parameter λi, and is affected by
other independent variables xi � (x1, x2, . . . , xk−1). -e
probability density function is as follows:

Pr Yi � yi | xi(  �
λyii exp −λi( 

yi!
, yi � 0, 1, 2, . . . , ui > 0. (1)

In this equation, λi > 0 means that the Poisson arrival
rate is affected by the independent variable xi. Assuming that
the expected value is equal to the variance; that is,
E(Yi � yi | xi) � Var(Yi � yi | xi). In the Poisson distribu-
tion, λ represents the average number of events occurring
per unit time. As such, the Poisson regression can be defined
as follows:

ln E Yi � yi | xi(   � ln λi(  � xi′β, i � 1, 2, . . . ,n. (2)

Assuming that the samples are mutually independent,
the likelihood function of the samples can be developed as
follows:

L(β) �
exp − 

n
i�1 λi(  

n
i�1 λ

yi
i


n
i�1 yi!

. (3)

Take the logarithm of equation (3) and we can obtain the
following equation:

ln L(β) � 
n

i�1
−λi + yi ln λi − ln yi!(  

� 
n

i�1
−exp xi′β(  + yixi′β − ln yi!(  .

(4)

Perform first-order differentiation on equation (4) and
we obtain the following:



n

i�1
yi − exp xi’β(  xi � 0. (5)

From the above equation, the estimated coefficient β of
each independent variable xi with consistency can be de-
duced. In the above equation, X is an independent variable.
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In analyzing empirical data, the influence on the dependent
variable is discussed by including various micro- and
macrovariables.

In addition, the limitation of Poisson regression is that
the mean (expected value) and variance of the distribution
are assumed to be equal, resulting in an equidispersion.
However, in reality, empirical data often do not have ex-
pected values that are equal to variances. To solve this
problem, equation (2) can be rewritten as follows:

ln λi(  � x’iβ + εi, i � 1, 2, . . . ,n. (6)

In this equation, εi represents the unobservable part or
the heterogeneity of the individual in the conditional ex-
pectation, and the following equation can be obtained:

λi � exp x’iβ exp εi(  � uivi. (7)

ui is the deterministic function of the independent
variable, and vi is still a random variable, which belongs to
the unobservable part. -erefore, the empirical model still
follows the Poisson distribution:

P Yi � yi | xi, vi(  �
exp −uivi(  uivi( 

yi

yi!
. (8)

As vi is usually larger than 0, it is assumed that it follows
the Gamma distribution, and it is assumed that
vi～Gamma(1/a, a) and a> 0. -erefore, the expected value
of vi is 1 and the variance is a. Substitute its probability
density into the equation, a negative binomial distribution
can be obtained. Perform MLB estimation, and we can get a
negative binomial regression. -e conditional variance is as
follows:

Var Yi | xi(  � ui + αu2i > ui � E Yi | xi( . (9)

-is shows that the conditional variance is larger than
expected in the negative binomial regression. -e above
equation shows that the variance value is an increasing
function of α. When α approaches 0, the negative binomial
regression and Poisson regression tend to be equal. In ad-
dition, if α in the Gamma distribution is transformed into
δ/ui i; that is, vi～Gamma(ui/δ, δ/ui), then equation (9) can
be turned into the following equation:

Var Yi | xi(  � ui +
δ
ui

 u
2
i � ui + δui > ui. (10)

-rough the estimation of the approximate function, the
analysis can be carried out according to the properties of the
empirical data.

If the empirical data contains a large number of 0 values,
traditionally the Zero-Inflated Poisson Regression or the
Zero-Inflated Negative Binomial Regression is often used.
-erefore, the empirical data also assumed that followed the
Poisson distribution or negative binomial distribution.
-eoretically, the analysis is divided into two parts. First, the
decision to take the proportion of 0 or 0 is equivalent to
binary choice in econometrics. Second, decide which value
group to choose. Assume that the dependent variables follow
a mixed distribution:

P yi � 0 | xi(  � θ,

P yi � j | xi(  �
(1 − θ)exp −λi( λj

ii
j! 1 − exp −λi( ( 

,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

( j � 1, 2, . . .), (11)

where λi � exp(xi′β). Similarly, the estimated value of the
coefficient of each independent variable x can be further
obtained through calculation, and whether it has statistical
significance for subsequent analysis can be decided.

Traditionally, when is it appropriate to use the Poisson
regression? When is it appropriate to use negative binomial
regression? Generally, in addition to looking at the data
attribute, it is also a recommended practice to use respective
regression analyses and calculate robust standard errors to
achieve consistent estimation. -is is somewhat similar to
the regression estimation using the least-squares method
and then getting robust standard error. Generally speaking,
these approaches mostly aim to ensure that the estimation
results are robust and reliable.

3. Dynamic Count Regression Models

To summarize, this paper first reviewed what kind of
theoretical model and approaches are usually used when
encountering count data in the process of data analysis.
However, these models may produce biased results in
estimation when used for analyzing data with time series or
autoregressive characteristics. For example, in analyzing
the problem of heat energy consumption generated in the
production activities of various industrial plants, the heat
energy consumption during each working day is related to
the production activity plan [24]. As a result, there is a time
series phenomenon according to the production planning
activities. Failure to take this phenomenon into account in
the analysis could lead to biased estimation. Admittedly,
when using power supply data of plants, regional differ-
ences and autocorrelation issues seem to be negligible in
empirical analysis if the research area is Japan, Taiwan, and
other small island economies. However, when researchers
aim to investigate economics with a large land area, such as
China and the United States, it is important to know that
these economics have different climatic zones and geo-
graphical regions. -erefore, in studying the power supply
problem of the power plant, ignoring the impact of time
series on the region in data analysis would lead to increased
risks in model misspecification and biased estimation.
-erefore, some suggestions are provided for researchers.
First, the research objects must be limited, such as focusing
only on the coastal areas of China or cities on the east coast
of the United States, to avoid the potential impact of large
variances within a large study area. Second, for data with
time series features, an adjustment in the model is required.
In order to model the autoregressive process while avoiding
the above problems, the model can be rewritten in a way
that the logarithm of the lagged dependent variable is taken
as the dependent variable. In the regression, there is an
infinite number of independent variables and error terms
with geometric decay lags. -ese lag terms are in
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exponential functions, constraining the conditional mean
to reasonable nonnegative values. -erefore, equation (5)
can be rewritten as follows:

yt � exp a0 + b0xt + ut( y
a1
t−1,

yt � exp a0 + b0xt + ut + a1log yt−1( ( ,

yt � exp( a0 + b0xt + ut + a1log exp a0 + b0xt−1 + ut−1( ( 

+ a1log yt−2( ,

yt � exp( a0 + b0xt + ut + a0a1 + a1ut−1 + a
2
1a0 + a

2
1b0xt−2

+ a
2
1ut−2 + . . . .

(12)

-is generalization of autoregression has a number of
desirable properties. -e model is stable for | a1 < 1 |. After
simplification, we can use the long-run multiplier for an
independent variable LRM � (b0 + b1 + b2 + . . ./
1 − a1 − a2 − . . .). Although this model is desirable, it en-
counters problems with data where the observation count is
0. Since the logarithm of 0 cannot be calculated, this value
will result in model nonconvergence in model estimation.
-eoretically, the data generation process in equation (12)
assumes that zero is a convergent state, once a value of zero is
observed in a series, the series will continue to remain zero.
However, this is not the case in all settings. -erefore, this
model has to be abandoned in favour of a more flexible
model. Applying the concept of Zeger and Qaqish (1998), we
add a constant to the time series so that no value is equal to 0
(y+

ts � yts + c). We also add a constant to the observed zero
values of the time series (y+

ts � maxyts, c, c≤ 1). -en
equation (12) can be described as follows:

yt � exp a0 + b0xt + ut + a1log y
+
t−1( ( . (13)

Compared with equation (12), equation (13) produces an
econometric model that can still proceed to model esti-
mation when the data contain values of 0. In this case, the
count regression can be performed on the data with auto-
correlation characteristics according to equation (13). Sec-
ondly, to further analyze the autoregressive problem,
equation (12) can be further rewritten as follows:

yt � exp a0 + b0xt + ut + a1log y
+
t−1(  + θdt−1( , (14)

where dt−1 � 1 if yt−1 � 0, dt−1 � 0 if otherwise. Equation
(14) takes into account the intertemporal influence on
autoregression, so the count regression model can be further
extended to statistical data analysis with time series char-
acteristics and autoregressive properties with equations (13)
and (14).

4. Conclusions

In reality, observed data often have the nature of time series
or autoregression. In this case, analyzing with count re-
gression models will result in biased estimation, because the
count regression models cannot handle the problem of
autoregression and possible heteroscedasticity. -erefore,
this study proposed an improved autoregressive model for

dynamic count data. -is model has advantages over the
Poisson Regression, Zero-Inflated Poisson Regression, and
Negative Binominal Regression used in general econometric
analysis, which cannot take into account time series and
autoregression.-e regression model proposed in this paper
points out that it is possible to apply a link function to a
lagging dependent variable and use it in the generalized
linear model, which further expands this model to analyze
various types of data. In this study, the revised econometric
model has desirable theoretical properties and can be easily
incorporated into existing models used for analyzing count
data, especially for some specific policy analyses.

At the end of the article, we explain the application of the
revised model. As mentioned above, to analyze the heat
energy consumption generated in the production activities
of each industrial plant, it is important to consider that the
heat energy consumption during each working day is related
to the production activity plan, so that the production
planning activities have time series. -rough the revised
econometric model, we can further discuss how to model
thermal energy data with the time series nature and analyze
the influence of independent variables on the dependent
variables. Secondly, the model setting of this paper can be
further combined with the panel data model in the future to
discuss whether the single root problem should be dealt with
in data under the control of regional difference attributes
and random variable characteristics under the dynamic
situation to facilitate empirical application or model con-
struction. In addition, in analyzing policies and research
projects, such as thermal policies, the revised model can be
extended to discuss the impact of changes in the number of
projects in different regions and different periods. For in-
stance, it can be used to analyze the thermal energy dispersal
status of incinerators and power plants. Furthermore, the
influence of the marginal rate of change of each time on the
thermal energy dissipated scale can be analyzed under the
first-order difference. In terms of empirical analysis, the
revised model can also further discuss power supply issues in
large regions such as China, Russia, and the United States
and can be used to conduct follow-up analysis.
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