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The notion of abilities in colleges and universities is undergoing a substantial transition, and the accompanying curricular view
is also evolving in response to the demands of social and economic development. Students who are not English majors in
college or university play a critical role in growing their knowledge of foreign languages, improving the quality of foreign
languages, and fostering their capacity to use the language in real-world situations. As a result, one of the most important
methods to assess the quality of a college’s curriculum is to look at how well it teaches English. Consequently, how to evaluate
collegiate English instruction has become a major concern. This research offers a neural network (NNs) for evaluating
collegiate English education based on the BP network’s application principle. The main work is as follows: (1) based on the
peculiarities of college English teaching assessment, the weights and thresholds of the BP network are tuned using the global
optimization ability of the ant colony algorithm. (2) To improve optimization ability of ACO, an update of pheromone is
realized by combining global as well as local methods. In formula of the global update pheromone, a function is added to adjust
the information residual coefficient according to the distribution of the solution. The residual coefficient of the local
pheromone is adjusted according to the way of the minimum error judgment. (3) Optimize the BP algorithm with the improved
ant colony optimization (IACO), build the TACO-BP network, and comprehend the optimal selection of weights and

thresholds. Optimized BP algorithm is applied to the English teaching evaluation.

1. Introduction

The new era is characterized by economic globalization and
the internationalization of science and technology. English is
the primary language used for international political com-
munication and trade, worldwide distribution of informa-
tion and technology, and the exchange of resources and
education. As English has grown in importance as a means
of boosting one’s global competitiveness, so has the market
for individuals who are both fluent in multiple languages and
adept at communicating across cultures. Foreign language
study is currently mandatory at all levels of education and is
often regarded as an essential component of a well-rounded
civic education. College English is important for non-En-
glish majors in higher education because it improves the
quality of their education, broadens their knowledge, and
nurtures their unique abilities. Since the development of
practical work skills and talent is closely linked, its quality is
an important criterion for evaluating college curriculum

design. As a result, research on college English instruction
has exploded in recent years [1-4].

From exam-oriented education to quality education, the
purpose of college English teaching has increasingly
switched from the prior emphasis on reading and writing
skills to nurturing college students’ comprehensive English
application abilities. The quality of college English classroom
education has a direct impact on students’ capacity to use
English as a means of communication. Parents, colleges, and
society are all worried about how to improve and ensure the
quality of instruction, and this is an issue that cannot be
overlooked. Based on grasping the connotation and new
requirements of college English teaching, constructing a
relatively perfect teaching quality assurance system has
extremely important theoretical and practical significance in
today’s emphasis on quality education [5-8].

Despite the fact that the state and students have both put
in significant effort, the teaching results are not up to par.
Even while students’ reading skills have risen, many still
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struggle with their listening and speaking skills, which have
also increased. The new century’s demands on national
scientific, technological, and economic development will not
be met by the English competence of college graduates,
particularly their capacity to apply English. All of these
factors combine to create this issue: a lack of timely cur-
riculum updates, a sluggish examination process brought on
by the national uniform examination, a dysfunctional social
climate, and a disjointed educational system. Each step of
university education has its own English-teaching structure,
which is not effectively connected. The lack of a scientific,
logical, and operable evaluation index system and method
for classroom teaching quality is one of the most essential
factors. For a long time, the quality of college English in-
struction has been measured solely on test scores, rather
than on the effectiveness of the teaching process. Negative
direction and negative incentives for English instruction are
provided by using just the CET-4 and CET-6 college English
test scores as the only basis for measuring the quality of
teachers’ teaching [9-12].

It is critical for college English teachers to conduct
regular evaluations of their instruction. Teachers can use it to
get feedback on their teaching, enhance their administration
of classrooms, and ensure the quality of their instruction.
Student learning strategies, methodologies, and efficiency
can all be improved by using this strategy. The teaching
assessment will eventually shift from depending primarily
on the fourth and sixth grade examinations to the combi-
nation of teaching summative evaluation and process
evaluation. The key to evaluating the overall quality of
English instruction at the college level is classroom teaching
quality evaluation, which is an essential aspect of the process.
Its primary goal is to provide a comprehensive, systematic,
scientific, and reasonable evaluation process for the inher-
ently necessary improvement of college English classroom
instruction [13-15].

The paper arrangements are as follows: Section 2 dis-
cusses the related work of college and universities teaching
evaluation. Section 3 defines the various methods. Section 4
analyzes the experiments techniques. Section 5 concludes
the article.

2. Related Work

According to research [16], colleges and universities should
aggressively promote the integration of information tech-
nology and college English curriculum teaching, with in-
formation technology continuing to play a key role in
current educational technology, particularly information
technology for foreign language teaching. Reference [17]
outlines the three-in-one relationship between language,
culture, and communication and introduces the goals and
tasks of college English teaching from perspective for cross-
cultural communication. Literature [18] systematically in-
troduced eight methods of foreign language teaching, in-
cluding cognitive method, conscious practice method, and
listening and speaking method. Literature [19] also per-
meates the connotation of teaching quality management. For
example, the report issued in the early 21st century mainly
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describes how to achieve the goal of English education that
can use English. Although the literature [20] did not clarify
the specific measures for the quality assurance of English
education, it pointed out the directional quality training
goals and standards for English education in the country.
This is conducive to promoting the process of exploring the
quality management scheme of English education.
Literature [21] advocates that schools should continu-
ously improve quality of education, pointing out the es-
tablishment of a teaching quality management system
guided by quality management system standards. Literature
[22] believes that the quality management system commonly
used by enterprises provides a valuable reference for colleges
and universities, and a lot of knowledge in the quality
management system standards can be applied to higher
education. Before an effective standard is found, the quality
management system standard is an ideal standard to mea-
sure the quality of teaching. Literature [23] believes that
management based on school teaching is a shortcut to
improve quality, and quality management system standards
have guiding significance. Literature [24] pointed out that
the main purpose of implementing quality management
system standards in higher education institutions is to es-
tablish an effective teaching quality management system.
Reference [25] introduced the quality management system
standard into colleges and universities, and discussed the
systematic method of its implementation in teaching quality
system. Literature [26] introduced the quality management
system standard into the internal management and achieved
good results. Literature [27] studies quality for under-
graduate teaching and believes that the evaluation includes
the evaluation of government agencies, the evaluation of
foundations, the evaluation of local nongovernmental or-
ganizations, and the evaluation of higher education asso-
ciations. In addition, there are also internal evaluations, and
the evaluation results are linked to school qualification
certification, teaching quality, and professional certification.
Literature [28] has shaped a relatively sound quality man-
agement system operation mode through the certification of
social professional institutions, the internal evaluation of
schools, and the evaluation of the three parties under the
supervision of the government. Reference [29] adopts a
higher education quality monitoring and evaluation system
that combines internal as well as external. Among them, the
internal quality control refers to the internal teaching quality
monitoring as well as evaluation carried out by the uni-
versities themselves. It mainly includes the overall self-as-
sessment of the school, the self-assessment of disciplines and
majors, and the establishment of two-level teaching quality
monitoring institutions at the school and the college, and the
employment of off-campus personnel as supervisors,
thereby establishing a scientific quality management system.
Literature [30] proposed that the external evaluation system
refers to the academic evaluation, which is mainly re-
sponsible for reviewing the establishment of academic
standards, the acquisition of academic resources, and the
management of the overall teaching quality of the university.
Literature [31] examined the situation of manufacturing and
higher education, identified the similarities and differences
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between the two, and pointed out the possible difficulties
encountered in the implementation of total quality man-
agement in higher education.

3. Method

This work uses the BP algorithm to evaluate college English
teaching and uses the improved ACO algorithm (IACO) to
improve it to build an TACO-BP network for the short-
comings of the BP algorithm.

3.1. BP Network. The NNs are composed of a large number
of neurons connected to each other and have a multilayer
network structure. By adjusting the parameters in the net-
work structure in real time, it can process all kinds of
complex and changeable information. BP is the most
common network in the network, because of its outstanding
self-learning, mapping, adjustment, and generalization
ability, it has a strong advantage in classification. Therefore,
it is widely used in many fields.

BP is generally composed of three different network
structures, which are the input layer for receiving signals, the
hidden layer for processing signals, and the output layer for
sending results. Its structure is shown in Figure 1.

There is no processing done at the input layer of the
network. At least one layer of the hidden layer is responsible
for processing data. As a result, the output layer is primarily
responsible for integrating results from the hidden layer and
disseminating them to the others.

To begin, the forward propagation and error reverse
propagation phases of the BP network method are divided
into two distinct phases. It is via the use of weights and
thresholds that information moves from an input to an
output layer in a forward propagation process. You can
proceed to backpropagation only if the error between your
actual output and your expected output is within the ac-
ceptable range. The weights and thresholds of each layer of
neuron connections are modified one by one according to
the error signal during the error backpropagation process. A
backpropagation loop is repeated until a predetermined end
condition is fulfilled.

The forward propagation method refers to the process
of processing the input layer by layer in the forward
order of BP. Hidden layer inputs are weighted sums of
outputs from all nodes in previous layers. The output
layer mainly integrates the data of the hidden layer to
obtain the final result and output it to the outside world.
If the function of each node is linear, the output of the
node is as follows:

Yk = Zi:wikai' (1)

The backpropagation process refers to the process of
transmitting the error layer by layer in the reverse di-
rection, and adjusting coeflicient and weight through
gradient descent algorithm, which plays the role of cor-
recting and reducing the model error. First calculate the
error:
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FiGURE 1: The BP network.
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Then, the weight adjustment formula is obtained by
reverse derivation according to the gradient descent
algorithm:

w = w — % (3)

The weights between the layers are adjusted repeatedly
until the error stops within the range initially set by the
network.

Although BP has outstanding capabilities in data parallel
processing, fault tolerance, and self-adaptation, it also has
strong applicability in the field of data classification. However,
due to its complex network structure and numerous pa-
rameters, when BP deals with some more complex nonlinear
problems, the network model not only requires a long
training time, but also tends to fall into local convergence. In
view of the defects of the traditional BP model, scholars have
optimized and improved the BPNN model in different as-
pects. Several conventional optimization and improvement
methods are as follows: first, the inertia term is introduced. To
speed up the convergence speed, an inertia term is added to
the adjustment formula of the connection weight coefficient.
Second, introduce a momentum term. During the training
process, avoid the model from locally fluctuating and falling
into the local ideal position. When modifying the model
coefficients, a momentum factor that can reduce local os-
cillations is added to improve global convergence ability.
Third, dynamically adjust the step size. According to the
training characteristics of different stages of the model, the
step size is dynamically adjusted. Fourth, combine intelligent
optimization algorithms. Some intelligent optimization al-
gorithms are used to optimize a large number of weight
coeflicients in the model to achieve parameter optimization
and speed up global convergence. Optimizing weight coef-
ficients is currently the mainstream method to improve the
performance of NNs models. This chapter also caters to the
current research hotspots, starting with intelligent optimi-
zation algorithms and BP, trying to combine the advantages of
the two to construct a high-performance classification model
and apply it to the evaluation of college English teaching.

wne

3.2. Ant Colony Optimization. Using a probabilistic method,
ACO is used to determine optimal pathways, inspired by the
way ants forage for food. The ACO algorithm can effectively



improve the initial selection of network weights and
thresholds, hence boosting the BP method’s performance.

Without knowing where the meal is, each ant seeks for it
by releasing a volatile substance called a pheromone along its
journey. Although the ants’ journey may not appear to be the
shortest at first, the volatilization and residue of pheromones
cause the concentration of pheromones on each path to
fluctuate with time. The ants’ path will be shortened ac-
cordingly, and the shortest path will be found. When ants are
pathfinding, if they come upon a road they have never
walked before, they will choose and release pheromones at
random. Ants in the same ant colony can perceive the ex-
istence of their pheromone, and for offspring ants, the path
selection will be based on the concentration of pheromone.
The path with a higher probability of being selected is
generally the path with higher pheromone concentration,
and then this path can be considered as a shorter path. Over
time, the shorter paths were chosen by more ants, and the
higher the concentration of pheromones on the paths. Fi-
nally, the descendant ants of the ant colony all choose the
path with the highest pheromone concentration, that is, the
shortest path. This is how the ants can find the shortest path
among the many paths between the nest and the food. Ants’
pathfinding is based on the pheromone concentration on the
path, and after the path is selected, the pheromone
remaining on the path will be updated. Ant colony algo-
rithm, a simulated evolutionary algorithm, is suitable for
parameter optimization of BP algorithm.

The general steps of ACO can be divided into the fol-
lowing steps. The first step is parameter initialization. Set the
maximum number of iterations and the distance between
nodes, set the heuristic factor, and initialize each path
pheromone. The second step is to construct a taboo table.
Initialize the taboo table of ants, ants are randomly placed on
the nodes, and the corresponding values are added to the
taboo table. The third step is to construct a solution. The ants
move from the current node to other nodes to follow the
state transition probability condition to select the next path.
Ants search for paths according to the state transition
probability, and then each ant constructs a path solution.
The fourth step is to update the taboo table. Each time the ant
selects a node, the new node is added to the taboo list. The
fifth step is to determine whether the ant colony has
completed the pathfinding. If all the ants complete the
pathfinding and construct the path solution, go to the sixth
step; otherwise, go to the third step to continue to construct
the solution. The sixth step is to update the pheromone
globally. In the current cycle, update the pheromone on the
paths traversed by all ants. The seventh step is the end of the
judgment. Otherwise, increase the number of repetitions,
and go to the second step to enter the next iteration. Ter-
mination conditions can specify the number of iterations of
the evolution or define a lower bound on the length of the
shortest path.

3.3. BP Network with Improved ACO. A number of re-
searchers have taken announcement of the ant colony al-
gorithm since its introduction. It is dissimilar from other
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optimization algorithms in that it has strong robustness, has
distributed computing, and is easy to combine with other
algorithms. There have been many examples of the ant colony
algorithm being used in conjunction with other techniques of
searching, indicating that the algorithm’s search power is
powerful and widely applicable. For the combinatorial op-
timization problem, its optimization premise is to traverse all
nodes according to the internal relationship to search for the
optimal set of solutions when the internal relationship of the
nodes is determined. Ant colony algorithm can solve many
complex situations in research, but there are still some de-
ficiencies. When parameters are set incorrectly, the search
time will be lengthened, and the quality of the solution will
suffer. Secondly, the complexity of the ant colony algorithm is
quite high compared to other optimization algorithms.
Furthermore, the buildup of pheromones makes it easier to
fall into a local optimum and to stagnate. Due to the sluggish
convergence time and ease of falling into the local optimum of
the aforementioned general ant colony method, this research
will use the following three strategies for optimization.

Improvements to path finding probability construct IPP.
The ant optimization probability formula adopts the pseu-
dorandom ratio selection instruction, in which p, regulates
the relative importance of the optimization and the explo-
ration of new intervals, which means that ants can choose
the interval based on the principle of high concentration and
high probability. According to this idea, the probability that
a node selects the interval number where the node is located
has the following formula:

j=argmax(nu’;),  p<po
j=Jo PZ=po

(4)

In the above-mentioned ant pathfinding process, the
parameter p, is a certain probability, which determines the
probability of the interval of the node where the optimal
solution is located, and p is a random number arbitrarily
selected on [0, 1]. Different probability selections can be
made for different values, which can ensure the diversity of
the solution space.

Improvements to the global update pheromone strategy
to construct IGUP. Ant pathfinding is mainly based on
interval information. When information on path with more
information continues to increase, and the other paths with
less information continue to decrease or even disappear due
to the effect of residual factors, it is easy to fall into a local
optimal situation. To improve global convergence ability and
search ability for ant colony algorithm, this paper accepts the
global adaptive updating pheromone strategy. For the se-
lection of optimal weights and thresholds, the difference
between it and the general ACO is as follows. The residual
factor used by the general ACO to update pheromone
globally is determined. The ant colony algorithm is based on
the pheromone update of MMAS. According to the situation
of the solution, an exponential function based on a natural
constant is added to change the pheromone residual factor,
and in this way, the pheromone in the interval is updated
globally, so that the algorithm increases the possibility of
obtaining the optimal solution. In this way, after one
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iteration of the ant colony, the pheromone in all intervals is
updated globally, and the maximum and minimum value
ranges of the pheromone in MMAS are used to adjust the
value of the residual factor. The global adaptive method will
adjust the size of the pheromone in the next time interval
according to the range of pheromone values in MMAS. To
calculate the pheromone concentration,

i (k1) = A O () + Ay > g

pij(k+1) = Ah(k)#ij (K) + Aptijs i < g
(5)

uij(k +1) = A (k) + Ay, others,

h(k) = exp(_ck)

If the current pheromone concentration exceeds the
maximum pheromone concentration or is less than the
minimum pheromone concentration, the information re-
sidual factor changes relatively under the influence of the
function. This prevents the pheromone in the interval from
becoming too much or disappearing, causing the algorithm
to fall into a local optimum. In this way, the pheromone
concentration of each interval is updated globally adaptively
according to the distribution of the solution.

Improvements to local update pheromones to con-
struct ILUP: in the process of ant pathfinding, the algo-
rithm selects the interval where the node is located
according to the probability; then, the probability of being
selected in the interval with high pheromone concen-
tration will increase, which may cause the concentration
of this interval to reach the current maximum. In this way,
when the solution components selected by the offspring
ants are located in the interval, they will be consistently
selected in this interval. In this case, the ant colony is
stagnant, and the ant colony cannot examine the space
further, resulting in the inability to obtain the optimal
solution. In order to prevent this phenomenon from
happening, in the process of ant colony optimization, the
pheromone in the to-be-selected interval is locally
updated. In this way, the probability of being selected in
the maximum pheromone concentration range can be
reduced; that is, the pheromone in the maximum con-
centration range can be relatively reduced.

Based on the above idea, the error of the current sample
calculated in the interval of the maximum pheromone
concentration is compared with the minimum error of the
sample calculated by the algorithm to determine whether to
fall into the local optimal solution. Suppose that the ants are
in the node selection interval, and locally update the
pheromone in the interval:

pij (ke + 1) = Ay (k) + Dy (6)

If it is greater than the minimum error, the ant colony
algorithm is easy to fall into the local optimum, so it is
adjusted according to the following formula. Otherwise, the
parameters will not change.

Ak +1) = A (k)" (7)

After the update of the pheromone residual factor in the
above formula, if the interval with the largest pheromone
concentration is selected multiple times, the pheromone
residual coefficient of the current interval will be reduced or
even reduced to a minimum value, thereby reducing the
pheromone concentration in the interval. Then, the pher-
omone in the maximum pheromone concentration interval
is updated locally, which can increase the possibility of ants
searching the space. This effectively increases the diversity of
the solution space while avoiding the occurrence of stag-
nation. Combined with the improved strategy of global and
local adaptive updating of pheromone, the ACO algorithm
can be effectively avoided from falling into local optimum,
and the global search ability of the algorithm can be im-
proved. The ant colony algorithm improved according to the
above improved strategy can be called IACO.

According to the idea of optimizing the parameters of
the BP algorithm by the IACO algorithm, the optimization
idea of the improved ant colony algorithm optimization BP
(IACO-BP) algorithm can be gained. The IACO-BP algo-
rithm first uses the improved ant colony algorithm to op-
timize the initial values of weights and thresholds and
searches for a set of the most suitable solutions. Then, under
the action of the optimal value, the BP algorithm performs
learning and training, which can ensure that the weights and
thresholds are kept within a range of values as small as
possible. This improves the shortcoming that the algorithm
is easy to fall into the local minimum and enhances the
convergence of the algorithm. According to this idea, the
algorithm flow chart of the IACO-BP algorithm is shown in
Figure 2.

4. Experiment

In this section, we discuss the database details and define the
experiment on training loss. We examine the comparison
with different method. We analyze the experiment on im-
provement strategy.

4.1. Dataset Detail. This work collects college English
teaching data from different colleges and universities to
construct a data set, which consists of training data and test
data. The specific data distribution is shown in Table 1. The
input features of each piece of data are 10-dimensional
features, and the specific information is shown in Table 2.
The label of each piece of data is the corresponding teaching
evaluation level, which is divided into four different levels.
Accuracy and recall are performance indexes in this work.

4.2. Experiment on Training Loss. Network training is an
important part of BP network. This work first evaluates the
training process of IACO-BP network. The experimental
results are illustrated in Figure 3.

It is obvious that the network loss gradually decreases
and reaches convergence. This illustrates the training fea-
sibility of the IACO-BP method.



6 Mathematical Problems in Engineering

( Start '

| Initialization |

—PI Path Selection |<—

N | Pheromone local update |

| Reset info sheet |

4

Y

End

FIGURE 2: The pipeline of IACO-BP.

TasLE 1: The dataset information. 2 . . . .
Training set Test set Total
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TaBLE 2: The detailed information for data feature.
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X1 Teaching method §
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X4 Teaching attitude
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X9 Knowledge structure Epoch
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FIGURE 3: The training loss for IACO-BP.

4.3. Comparison with Different Method. To verify the fea-

sibility of applying the IACO-BP method to college English Compared to other methods, TACO-BP achieves the best
teaching evaluation, it is compared with other machine  performance. Compared with the best performing DBN
learning methods. The experimental results are illustratedin ~ method, 2.3% accuracy improvement and 1.4% recall im-
Table 3. provement are also obtained, respectively.
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TaBLE 3: Comparison with other methods.

Method Accuracy Recall
SVM 88.60 85.22
DNN 91.11 90.33
DBN 93.22 91.70
IACO-BP 95.55 93.11
100 T T
98 - i
S
g
E
S
&
Accuracy Recall
. PP
[ PP
FIGURE 4: Experiment on IPP and PP.
100 T T
98 | R
S
g
E
-
&

Recall

Accuracy

B GUP
B IGUP

FIGURE 5: Experiment on IGUP and GUP.

4.4. Experiment on Improvement Strategy. This work rec-
ommends three better-quality methods for ACO, namely,
IPP, IGUP, and ILUP. In order to verify the effectiveness of
these three strategies, comparative experiments are carried
out, respectively. First, the presentation using IPP and
traditional PP is compared individually. The experimental
results are illustrated in Figure 4.

Compared with the traditional PP method, using IPP can
bring 1.8% accuracy and 1.5% recall improvement. Then, the

100 T T

98 - 4
96 - 4
94 - 4
92 + 4

90 R

Performance

88 - 1
86 - E
84 + E

821 1

Recall

Accuracy

B LUP
B ILUP

FIGURE 6: Experiment on ILUP and LUP.

performance using IGUP and traditional GUP is compared
separately. The experimental results are illustrated in
Figure 5.

Compared with the traditional GUP method, using
IGUP can bring 2.4% accuracy and 1.9% recall improve-
ment. Then, the performance using ILUP and traditional
LUP is compared separately. The experimental results are
illustrated in Figure 6.

Compared with the traditional LUP method, using ILUP
can bring 2.2% accuracy and 1.2% recall improvement. The
above experiments verify the correctness and usefulness of
this work in improving the ACO algorithm.

5. Conclusion

The quality of instruction has become increasingly impor-
tant as higher education reform and enrollment growth
continue to grow. The development of an effective system for
monitoring and evaluating the quality of college English
instruction necessitates a significant investment of time and
resources. College English instruction’s quality assurance
system has a hand in it, as there are numerous teaching
components and links that all work together. Only a perfect
instruction quality assurance system can keep these influ-
encing factors and key links under control, so as to cultivate
talents with good English language application ability and
comprehensive quality and level for the society and the
market. Based on this, this work designs a NNs-based
evaluation method for English teaching quality. The specific
contents are as follows:

(1) The global search ability of the ant colony algorithm
is utilized to optimize the selection of weights and
thresholds because of the BP method’s tendency to
fall into the local optimum. The ant colony algorithm
node is used to describe the optimization notion
based on the parameters required by the network.

(2) Aiming at the shortcomings for ACO, an IACO
algorithm is proposed. A combination of global and



local update pheromone is adopted. In the global
update formula, an exponential function is added to
realize global update for pheromone. In the local
update method, the network error judgment is used
as the basis to adjust the residual factors of phero-
mone to achieve the purpose of local update of
pheromone.

(3) The IACO is utilized to optimize BP algorithm, and
optimized BP algorithm is applied for the evaluation
of college English teaching. The systematic experi-
ments have verified the validity and correctness of
this work.
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