Integration of SOM and PCA for Analyzing Sports Economic Data and Designing a Management System
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The development of big data triggers multiple lines of application and academic research [6, 7]. Among these lines, sports and economic data become two major parts of data analysis. The former one involves the process that utilizes sports-related data to explore useful features and transmit them to the management staff or other decision-makers in the form of graphics, reports, and so on [8, 9]. The representative features behind the sports data include athlete statistics, media contracts, ticket and commodity sales, and license agreements. By collecting and analyzing such data, the results obtained from the analyzing process can provide competitive advantages for teams or individuals. The latter involves exploiting the actual economic data in the past or now and finding the potential anomalous transactions, and proposing new economic strategies [10, 11]. Such economic data usually appear in the form of time series, that is, cross-sectional data covering multiple periods or one time period, or also are captured from surveys of individuals and companies with high dimensions. Specifically, they can be

1. Introduction

The main purpose of data analysis is to exploit the information latent, which normally originates from chaotic data [1, 2]. In real applications, data analysis enables users to make appropriate decisions and take effective responses, which first involves user data and then analyzes data to capture more useful information [3, 4]. It is treated as the basic procedure of the management system for quality assessment. In the entire procedure of product generation, the data analysis process should be properly and technically governed, which is a crucial way to improve the effectiveness of decision-making. A representative example can be found in the process of designation that, prior to initializing a new proposal, designers and other staff will analyze the users’ habitats obtained from investigations and surveys to select the appropriate line of design. In this regard, the data analysis process plays a crucial and indispensable part in our current society [5].
Biological research shows that the organizing principle of neurons is orderly arranged in the sensory channel of the human brain [23]. When the external specific spatiotemporal information is captured by the brain, its specific regions will be activated. In this case, if similar information is obtained by the brain, they will be mapped to the same region. For example, if some patterns simultaneously stimulate several receiving neurons in the retina, some neurons in the cerebral cortex will be subsequently excited. More specifically, such response phenomena are not innate but formed by learning and self-organization manners [24]. In this regard, self-organizing map (SOM) based neural networks show specific learning modes and network structures [25]. The network structure of SOM normally contains two layers in which, the first is the input layer, and the second is the competition layer. Each neuron uses a two-way connection to link two network layers without considering hidden layers. Sometimes there are horizontally connected two neuron neighbors in the competitive layer. Unlike multilayer neural networks, this manner simulates the dynamic principle of information processing of excitation, coordination, inhibition, and competition between biological neurons. The intuitive motivation of SOM is that each neuron in the network competition layer is competing to maximize the opportunity of responding to the input information. Only one neuron will be treated as the winner in the competition process, which determines the final classification label of the input mode. Currently, SOM has been widely discussed in another research field such as environmental monitoring [26, 27], medicine analysis [28], accident analysis [29], speech recognition [30], and so on.

Owing to the main fact that the collected data nowadays exist with high dimensionalities, the most important pre-treatment step of analyzing latent information is to reduce the dimension of the data on the premise of ensuring the essence of the data as much as possible. Dimensionality reduction is an important preprocessing technology within the field of data analysis, which is often used prior to applying classification algorithms to the dataset. The main reason for using dimensionality reduction methods is that this process can remove some redundant information and noise from the data to improve the data processing speed and reduce time and cost burdens. Currently, principal components analysis (PCA) [31] aims to reduce the information redundancy and the dimensionality of data, which is a widely used dimensionality reduction technique in the field of statistical analysis such as hyperspectral data analysis [32, 33], medical image processing [34], and so on. It uses an orthogonal transformation to linearly transform the observed related variables to linearly unrelated variables. Specifically, the principal component can be regarded as a linear equation, which contains a series of linear coefficients to indicate the projection direction. In this regard, a small number of principal components can be used to represent the main characteristics of the original data.

This paper discusses the qualitative identification of sports and economic-based data by the SOM method and discusses the characteristics of the main influencing factors and explanatory factors of sports and economic-based data by the PCA method. Under these circumstances of the big data age, SOM and PCA methods will help to promote the research on pattern recognition and visualization of sports and economic-based data. At the same time, the integration of SOM and PCA has certain scientific significance and practical values for the research on the data analysis community. Additionally, this paper also provides the workflow for designing a management system for analyzing sports or economic data. The major contributions of this paper are twofold. First, this paper joints PCA and SOM methods to analyze sports economic data, where the former is used to reduce the dimensionality of original data, and the latter is utilized to analyze dimensionality-reduced data for the purpose of learning different features. Second, this paper provides the details of the construction process of designing a management system for analyzing sports economic data.

This paper is divided into six sections, which can be given as follows. Section 3 introduces the algorithmic structures of SOM and PCA in detail. Section 4 provides the workflow of...
the data management system. Section 5 gives the experimental results to verify the effectiveness of the combination of SOM and PCA. Section 6 concludes with some remarks.

2. Proposed SOM-PCA Model

2.1. SOM for Pattern Recognition and Analysis. Two layers are normally considered in SOM network including the input layer and the competition layer. The first aims to simulate the process of sensing the input information. The second aims to simulate the response behavior of the cerebral cortex. The impact of the winning neuron of the SOM network on its adjacent neurons depends mainly on the distance. Therefore, in the learning process, not only the winning neuron itself should adjust the weight vector, but also the surrounding neurons should follow the same manner to varying intensities under its impact. Common adjustment methods include the Mexican straw hat function, top-hat function, and chef-hat function [27], where top-hat and chef-hat functions are two special cases of Mexican straw hat function. For the Mexican straw hat function, the winning node has the largest amount of weight adjustment, and the adjacent node has a relatively small amount of adjustment. When the distance is far, the weight adjustment is negative. On the contrary, the greater the distance from the winning node, the smaller the weight adjustment intensity. Figure 1 gives a visual description of the Mexican straw hat function. In this figure, \( R \) represents a neighborhood radius centered on the winning neuron that has the highest weight \( a \). In the SOM learning algorithm, all neurons in the winning neighborhood adjust their weights according to their distance from the winning neuron.

SOM network can form the characteristic topological distribution of input signal on a one-dimensional or two-dimensional processing unit array behavior. To visually display the structure of SOM, Figure 2 demonstrates a two-layered SOM network. As can be seen from Figure 2, the network is composed of the input layer and output layer, in which the output layer is also called as a competitive layer. It is worth mentioning that the number of neurons in the input layer is determined by the number of vectors in the competitive layer. A one-dimensional vector is used to represent the input neurons for the sake of receiving the input signal, and a two-dimensional matrix is arranged in the output layer to provide responses. Additionally, the neurons in different layers are connected using weights.

The process of SOM has six steps:

1. Allocate relatively small random values to each weight vector of the output layer and perform a normalization process. Let \( w_i, (i = 1, 2, \ldots, m) \), \( \phi_{(0)} \), and \( \eta \), respectively, be the weight vector, initial active neighborhood, and learning rate, where \( m \) denotes the number of neurons in the output layer;

2. Select a feature from the training dataset and perform a normalization process. Let \( Z_p, (p = 1, 2, \ldots, n) \) be the input data, where \( n \) represents the number of neurons in the input layer;

3. Calculate the Euclidean distance between \( w_i \) and \( Z_p \) for the sake of finding active node that has the largest distance, expressed as follows:

\[
    d_j = \| Z - w_i \|^2, 
\]

where \( \| \cdot \|^2 \) represents the \( L_2 \) norm.

4. Define an active neighborhood \( \phi^*_i \). Normally, the initial \( \phi_{(0)} \) is relatively large, and it will be shrunk during the training;

5. Adjust the weights of all nodes in the active neighborhood \( \phi^*_i \), expressed as follows:

\[
    w_{ij}(t + 1) = w_{ij}(t) + \alpha(t, \phi) \left[ Z_p^2 - w_{ij}(t) \right], \quad i = 1, 2, \ldots, n; j \in \phi^*_i(t),
\]

where \( w_{ij}(t) \) denotes the weights of \( i \)-th neuron in \( t \) moment, \( \alpha(t, \phi) \) denotes a function indicating the training time and distance between \( j \)-th neuron in the neighborhood and active neuron \( j^* \).

6. If the learning rate is lower than a predetermined threshold, the training step will stop; otherwise, go to step 2).

A brief workflow of SOM can be seen in Figure 3.

2.2. PCA for Data Dimensionality Reduction and Component Recognition. PCA is one of the ten classical machine learning algorithms, which is a multivariate statistical dimensionality-reduction method proposed by Pearson in 1901 and subsequently developed by Hotelling in 1933.

Generally, for the given data with high dimensionalities, the most important pretreatment step of analyzing latent information is to reduce the dimension of the data on the premise of ensuring the essence of the data as much as possible. Dimensionality reduction is an important preprocessing technology within the field of data analysis, which is often used prior to applying to another algorithm because this process can remove some redundant information and noise from the data and make the data clearer and more efficient so as to improve the data processing speed and reduce time and cost burdens. Specifically, PCA transforms a set of potentially related variables to that of linearly uncorrelated variables based on an orthogonal transformation operation. Given high-dimensional data \( Y \in \mathbb{R}^{L \times N} \), where \( L \) and \( N \), respectively, represents the dimensionality of the dataset and the number of samples. PCA involves four main steps to generate principles:

1. Calculate the mean of data and remove the mean of each dimensionality, i.e., feature:
where $1_N$ represents an all-ones vector with $N$ entities and $(\cdot)^T$ represents a transpose operator.

(2) Calculate the covariance matrix:

$$C = \frac{1}{N} YY^T.$$  

(4) Project the original data $Y$ into the matrix of eigenvectors to capture the low dimensionality subspace:

$$X \leftarrow V^T Y.$$  

It is worth noting that PCA decomposes the covariance matrix of metadata into eigenvalues to obtain a set of bases for projecting the metadata into low-dimensional space. The covariance matrix can reduce the correlation of samples and facilitate the analysis of the internal characteristics of data. SVD pays more attention to the original matrix. More specifically, SVD is the best low rank matrix estimation at the Frobenius norm level, and it is also an estimation of data in the low dimensional hyperplane.

### 3. Designation of the Management System for Data Analysis

#### 3.1. System Composition and Requirement

The analysis and management of sports or economic data cannot be limited to the scattered data itself. Normally, the system needs to integrate the elements of product supporting management, development stage management, data management, data processing, data results analysis, and also provides an evaluation of the system from the perspective of the system and the requirements of the development process, so as to provide decision-making basis for policy design and product development. This is the basic design goal of the data analysis and management system. The system structure is shown in Figure 4.

The data analysis and management system shall meet the following requirements:

(1) Data management: data management includes data input and sorting, retrieval and browsing,
downloading, import and export, statistics, printing, backup, etc.

(2) Data processing: the system shall provide a platform for processing data with a built-in general processing function and provide a data interface with other processing software for special processing. The built-in processing functions include preprocessing, time-domain processing, frequency-domain processing, time-frequency domain analysis, statistical analysis, batch processing, and other specialized processing.

(3) Data analysis and evaluation: generally, users establish and improve the expert knowledge base of data analysis and evaluation, provide the reasoning mechanism model of analysis and evaluation, realize the automation of test data analysis and evaluation, and provide the basis for supporting decision-making and design improvement of test pieces.

(4) Basic data interface: in recent years, sports and economics-based basic data platform has been widely used. All units have developed various professional information management systems around the basic platform. In order to fully and conveniently utilize and share the value of data, the data analysis and management system shall have a data interface with the basic platform and professional system.

(5) Procedure management: procedure management is the premise of ensuring accurate data entry, correct processing, and accurate utilization. The procedure involves data warehousing, processing, evaluation, supporting, and downloading.

3.2. Technology Line of System Designation

3.2.1. Framework of Application Development. The application system with vitality needs to possess good scalability and easily adapt to the changing application requirements at a negligible cost. Model-view-controller (MVC) software hierarchy is a mature software architecture design pattern that has been widely used at present. Model (M) represents the data object and its business processing. View (V) represents the user manipulated display interface. Controller (C) provides process control and plays a connecting role between the model and the view. It is responsible for receiving the user’s request into a call to the model and calling the corresponding view to display the data. MVC structure forces the input, processing, and output of the application program to be separated, which improves the maintainability, scalability, flexibility, and encapsulation of the software. The diagram details can be found in Figure 5.

3.2.2. Designation of Software Architecture. For the development of an information management system, there are two main software design modes, i.e., C/S mode and B/S mode. In B/S mode, data storage and most business processing are run on the server side, and the application
software is deployed on the server side, so it is easy to upgrade and maintain. The B/S mode adopts a relatively independent multilayer structure. When the software function changes, only the corresponding hierarchical modules need to be modified on the server, and the client does not need to make any changes. B/S mode puts most of the work on the server, which increases the burden on the server. The client uses browser mode, which is not convenient for complex interface operations and processing of information, and the efficiency is lower than that of C/S mode.

The effective management of data and the maximum value utilization of experimental results are the primary problems of data analysis and management systems. B/S mode system architecture is adopted to facilitate the centralized and comprehensive management of test data and the release and utilization of test results by providing users with convenient functions such as data entry, query, retrieval, browsing, and download. For the complex interface operation and processing of data, we can combine the client control technology or integrate the special client analysis and processing software in the page to form a distributed processing system, and the client computer can complete some complex operations and processing, which can also reduce the processing burden of the server and network load. Figure 6 shows the diagram of the B/S system.

3.2.3. Designation of Database. As an important part of computer data processing and information management systems, database technology plays a crucial part in solving the effective organization and data storage, data security, data sharing, data retrieval, and processing, and has become an indispensable part of the organization and management of a large amount of data. After decades of development of database technology, the commonly used commercial general database management systems include Oracle, SQL Server, Ingres, Informix, Sybase, DB2, and so on. Considering the technical development, application scope, follow-up support, compatibility, performance, security and confidentiality, and other factors, Oracle and SQL servers are preferred as database management systems.

3.2.4. Development Framework for Management System. Currently, J2EE and .NET are the two most widely used and discussed frameworks in system development. The major advantage of J2EE is that it can be deployed and applied in cross-platform scenarios. Specifically, Unix, Linux, and Windows Server can be used in the database and application servers under the J2EE situation. For the .NET, both database and application servers can use Windows Server, where the database management system can resort to Oracle series and SQL Server and the application server can use IIS.
Compared to J2EE, .NET can achieve higher development efficiency. It is worth mentioning that both two frameworks can be used in the system development steps if they meet the following principals: (1) some complex functions such as data storage, data analysis, data processing, and data management, should be run on the servers; (2) some simple functions such as data retrieval and data visualization should be generated on the server with dynamic page forms and then sent to the client for subsequent operations.

### 4. Result Analysis and Discussion

#### 4.1. Datasets
This paper considers a credit card fraud data set, which contains the transactions of European cardholders in September 2013 within two days. A total of 284,807 transactions are included, including 492 fraudulent transactions. The data itself is highly random and can be used for training to identify fraud models. Since the size of this dataset is too big, we, therefore, select 5000 samples, including 492 abnormal transactions, for subsequent experiments.

#### 4.2. Validation Metric
In order to validate the experimental performances, this paper uses four standard evaluation metrics derived from the confusion matrix for evaluation purposes, including accuracy, precision, recall, and F1 score. The above four evaluation criteria are calculated based on the confusion matrix. For the classification results of a given binary classification model, true positive (TP) is the result that the model correctly predicts the positive class. True negative (TN) denotes the result indicating the model correctly predicts the negative class. False positive (FP) denotes the result that the model incorrectly predicts the positive class. False negative (FN) denotes the result that the model incorrectly predicts the negative class. Accuracy, precision, recall, and F1 score are calculated by the following four formulas:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
F1 – \text{score} = \frac{2 \times TP}{2 \times TP + FP + FN}
\]

### Figures

- **Figure 7**: 3D visualization of PCA on the economic data.
- **Figure 8**: Label map in the output layer.
- **Figure 9**: Visualization of pie chart in each grid, where the blue and orange denote the category, and the numbers denote the total number of samples.
4.3. Experimental Results. Due heavily to the high dimensionality of data, this experiment first uses PCA to decompose original data to the low dimensional space in which the first 28 principal components are retained for subsequent experiments. As can be seen from Figure 7, by plotting the first three major components, the dimensionality-reduced data show low redundancy and clear directions.

During the training process, 70% of total samples are treated as training samples and the rest of 30% of total samples are used for testing purposes. 2000 iterations are
considered to train an optimal SOM. Based on the trained optimal SOM, we can obtain a weighting matrix that calculates the distance between each neuron and its adjacent neurons. Figure 8 provides a visual description of the optimal weighting matrix. As can be seen from Figure 8, it is obvious that there is a deep dividing line on the diagonal, suggesting that the data will be distributed on both sides. The samples corresponding to two categories exist in different positions on the output plane, and this dividing line roughly separates the blue sample from the orange sample.

In order to clearly observe the number of samples in each grid and the proportion of different samples in each grid, Figure 9 further shows the pie chart of each grid. And the category is represented by color and the total number of samples is represented by numbers. Now we can clearly see how many samples fall into each position, and if there are multiple categories, we can also observe their proportion.

Figure 10 visually displays the weighting matrix corresponding to each principal component. The weighting matrix obtained by the SOM is a matrix with the dimension of $k \times k$, where each dimensionality represents the weight matrix corresponding to the principal component and $k$ represents the optimal side length of output mesh calculated by $\sqrt{5N}$ in which $N$ denotes the number of training samples. In this experiment, $k$ is calculated as 18. The value in the component plane indicates what value the neuron at each location is most sensitive to. It can be seen from the component plane that nearly the entire principal component plays a great role in dividing normal and abnormal transactions.

In order to verify the classification performance, SOM and two classic unsupervised clustering methods, i.e., k-means and its improved version MiniBatch K means, are conducted on entire components produced by PCA to observe the clustering results. Based on two major principal components, Figures 11–13 provide a visual clustering comparison between SOM and k-means. As can be seen from Figure 11, SOM can produce relatively accurate classification results, while k-means and MiniBatchKmeans show distinct results in part of samples [see Figures 12 and 13]. The main reason behind this fact is that SOM involves a training process that uses a competitive learning strategy to gradually optimize the network by relying on the competition between neurons, where the nearest neighbor function
is used to maintain the topology of the input space. For the k-means, it only defines the class by iteratively calculating the relations between samples and clusters.

Table 1 provides overall results obtained from three algorithms conducted on the dataset. As can be observed from Table 1, compared to K-means and MiniBatchKmeans, SOM shows the best experimental results, followed by the MiniBatch K means, which show relatively good performances. Execution time (in seconds) is also tabulated in Table 1. Since SOM involves more complex training steps, it requires more clustering time. Among the three methods, MiniBatchKmeans has the lowest computational burden mainly because it has a fast convergence speed compared to K-means.

5. Conclusion

With the development of equipment in data acquisition, data can be obtained in a relatively easy behavior with multiple feature dimensions. Compared to other fields of data science, sports and economic-based data have attached more attention because they involve complex and various user-related data. Thanks to the fast development of machine learning, plenty of learnable data analysis methods can be used to exploit latent information of user habitats for the purpose of predicting future decisions. To analyze sports and economic-based data, this paper combines two well-known data science analysis techniques, i.e., principal component analysis (PCA) and self-organizing map (SOM), to exploit the hidden features in the high-dimensional data. Due to the fact that PCA can reduce the dimensionality of data by orthogonal transformation and SOM unsupervised clusters data by establishing a two-layered neural network. The combination of PCA and SOM has the ability to improve the pattern recognition accuracy of high-dimensional and multiple feature economic data. The experimental results show the effectiveness of the combination of PCA and SOM in analyzing economic data. Also, this paper provides the designation process of a management system for analyzing sports and economic data, which contains four main subsystems, including the application management subsystem, data processing subsystem, data assessment subsystem. Besides, the development details of the framework of application development, software architecture, and database designation are also given in this paper.
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Table 1: Overall results obtained from three methods on the dataset

<table>
<thead>
<tr>
<th>Metrics</th>
<th>SOM</th>
<th>k-means</th>
<th>MiniBatchKmeans</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>Precision</td>
<td>0.98</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>Recall</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.99</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>Time (s)</td>
<td>0.476</td>
<td>0.053</td>
<td>0.049</td>
</tr>
</tbody>
</table>


