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Based on the principle of particle swarm algorithm and support vector machine, this article aims to improve the classi�cation
performance of college English teaching e�ect and explores the best support vector machine parameter optimization algorithm to
promote college English teaching for the theory and application research of data analysis. First, the advantages and disadvantages
of common support vector machine parameter selection methods such as grid search algorithm, gradient descent method, and
swarm intelligence algorithm are studied. Secondly, this article has a detailed analysis and comparison of various other algorithms.
Finally, the study analyzed the advantages and disadvantages of the quantum particle swarm algorithm, introduced the dual-
center idea into the quantum particle swarm algorithm, and proposed an improved quantum particle swarm algorithm. �rough
simulation experiments, it is proved that the improved quantum particle swarm algorithm is more superior in optimizing the
parameters of support vector machine. In general, this paper uses the PSO algorithm to simultaneously solve the SVM feature
selection and parameter optimization problems and has achieved good results. Within the scope of the literature that the author
has, there is still a lack of work in this area. Compared with the existing algorithms, the algorithm proposed in this paper has
stronger feature selection ability and higher e�ciency.

1. Introduction

�e theoretical basis of the support vector machine is
Vapnick’s structural risk minimization principle and VC
dimension theory. It is di�cult to �nd the optimal classi-
�cation surface in the low-dimensional space, so the input
space is mapped to the high-dimensional space through the
transformation of the inner product function, so that the
high-dimensional space becomes linearly separable to �nd
the optimal classi�cation surface [1]. It has great advantages
in solving nonlinear, small-sample, and high-dimensional
problems and has good generalization and generalization
capabilities. It is widely used in pattern classi�cation, re-
gression analysis, and probability density function

estimation. Classi�cation is an important data mining and
analysis method for college English teaching.

College English teaching data mining, which generally
refers to searching for the hidden college English teaching
data from a large amount of vague, irregular, and in-
complete college English teaching data through certain
algorithms. In the process of information and knowledge,
there are potential uses [2–5]. As a decision support
technology, college English teaching data mining mainly
includes college English teaching data classi�cation, re-
gression analysis, college English teaching data clustering,
feature changes, deviation analysis, college English
teaching data visualization, association rule mining, and
regression algorithms, etc. Algorithms belong to the
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category of particle swarm algorithm. .rough training
and learning, the machine is made intelligent, and then
the existing college English teaching data is analyzed from
different perspectives through the machine, and the rules
are discovered [6–8].

In view of the importance of feature selection in the SVM
classification problem, the discrete PSO algorithm is more
suitable to deal with the combination optimization problem
of feature selection than the continuous PSO algorithm; this
article is in CPs. Based on the svM algorithm, a feature
selection and SVM parameter synchronization optimization
algorithm based on the discrete PSO algorithm (DPSO-SVI)
is proposed to improve the feature selection ability of the
CPSO-SVM algorithm. Aiming at the problem that it is easy
for the particle swarm optimization algorithm to fall into the
local optimal solution, this paper proposes an improved
particle swarm optimization algorithm and applies the
improved particle swarm optimization algorithm to the
selective integration of classification SVM and proposes an
improved particle swarm optimization algorithm. Using
UCI College English Teaching Database to test APSOSEN,
the experimental results show that this method can effec-
tively solve the local optimal problem of PSOSEN, and it has
improved accuracy, convergence, and integration scale for a
more efficient implementation method of selective
integration.

2. Related Work

Support vector machine has the advantages of simple
structure, complete theory, strong adaptability, global op-
timization, short training time, and good generalization
performance [9]. It has received extensive attention in the
field of particle swarm optimization and has become the
current international and domestic research hotspot. .e
two main parameters that affect the accuracy of support
vector machine classification are the penalty coefficient C
and the parameter of the kernel function. Previously, ex-
perimental and empirical methods were mainly used to
select the parameters of the support vector machine, with
very large, extremely low work efficiency, and more im-
portantly, the results obtained are often not the global
optimal parameters. .e classification problem in support
vector machines is to construct a support vector classifier
[10, 11].

Xie et al. [12] pointed out that, in the PAC learning
model, if there is a polynomial-level learning algorithm to
identify a set of concepts, and the identification accuracy is
high, then this set of concepts is strongly learnable; and if the
learning algorithm identifies a set of concepts, the accuracy
is only slightly better than random guessing, so this set of
concepts is weakly learnable. If the two are equivalent, then
when learning concepts, you only need to find a weak
learning algorithm that is slightly better than random
guessing, and it can be promoted to a strong learning al-
gorithm, instead of directly looking for a strong learning that
is difficult to obtain under normal circumstances algorithm.
Rajamohana and Umamaheswari [13] used a constructive
method to prove that any weak learning algorithm can be

effectively transformed into a strong learning algorithm, and
the proof process is boosting. Later Li et al. [14] proposed a
more effective “boost-by-majority” algorithm. Both algo-
rithms call the given weak learning algorithmmultiple times,
each time it is provided with a different distribution, and
finally all the proposed hypotheses are merged into a single
hypothesis. .is intuitive idea is distributed in a way to
increase the possibility of learning the “difficult to learn”
parts, forcing learners to make new assumptions and make
fewer mistakes in these parts.

But these two algorithms have a major flaw in solving
practical problems; that is, they must know the lower limit of
the learning accuracy of the weak learning algorithm in
advance, which is difficult to achieve in practice. So Saputra
et al. [15] proposed an algorithm. .e accuracy of the final
integrated hypothesis generated by the algorithm is based on
the accuracy of the hypotheses generated by all weak
learning algorithms, so the potential of weak learning
algorithms can be more fully tapped. Moreover, because
the AdaBoost algorithm solves the problem of “need to
know the lower bound of the generalization ability of the
weak learning algorithm in advance,” it has the advantages
of operability and simplicity. Juan and Hong Wei [16]
proposed a technique similar to boosting. .e researcher
emphasized that the stability of the learning algorithm in
the ensemble has a great influence on the final result. For
unstable algorithms, such as neural networks and decision
trees, the accuracy of prediction can be improved.
However, the effect of stable learning algorithms is not
obvious and sometimes even reduces the prediction ac-
curacy [17–19]. .e researchers used the simple average
method to integrate the BP network with different
numbers of hidden layer neurons and used it to replace the
Gauss classifier in JARTOOL developed by NASA’s Jet
Propulsion Laboratory. .e image is analyzed and it has
reached the level of planetary geologists in volcano de-
tection [20]. Researchers use boosting for text classifi-
cation. .ey found through experiments that, on this
issue, the integration effect of boosting is always better
than or equivalent to Sleeping-experts, Rocchio, Naive-
Bayes, and other commonly used technologies. In addi-
tion, integrated learning technology has also been suc-
cessfully applied in many fields such as speech
recognition, text filtering, and remote sensing informa-
tion processing disease diagnosis [21, 22].

3. Algorithm Parameter Optimization

3.1. Cross Validation. .e statistical learning theory pro-
vides a theoretical framework for the particle swarm algo-
rithm to find the rules of the particle swarm algorithm when
the number is small. .e goal of the particle swarm algo-
rithm is to find the relationship from the given college
English teaching data in order to more accurately deal with
the unknown results which are predicted. .at is, it is
necessary to find an optimal function in a function group
based on n independent and identically distributed sample
sequences to obtain the minimum empirical risk value
[23, 24].
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zC(c, t)
� c, t ∈ R|x(α, 1), x(α, 2), . . . , x(α, t){ }. (1)

.e VC dimension is an important concept in statistical
learning. It is not only an important indicator for evaluating
function learning ability, but also a measure of the com-
plexity of learning machines. It can be defined as follows: If a
set of functions can divide h samples into two categories
according to all possible forms, it means that this function
set can break up h samples, and the VC dimension of the
function set uses this function set, the number of the largest
sample set that can be broken, that is, the number of samples
h. Table 1 shows the number of sample sets [25].

It can be seen from the above that, in the case of a small
number of samples, the empirical risk and the actual risk are
not equal, and it is unreasonable for the empirical risk to
replace the actual risk. With the further in-depth research,
researchers defined the sum of empirical risk and confidence
range as structural risk and proposed the principle of
structural risk minimization (SRM) as a condition for
selecting predictive functions.

∇2α
∇2x − ∇2y

−
1
a
2 ×

z
2α

zt
2 +

zρ(x, t)

zε
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It can be seen that, in the case of limited samples, the
smallest empirical risk does not necessarily mean the
smallest expected risk; the complexity of the learning ma-
chine not only is related to the system under study, but also
needs to be adapted to the limited number of samples.
.erefore, we need a theory that can guide us to learn and
promote methods that are still effective in the case of small
samples. .is is the theory of statistics.

y(α, β, n) �  A × X(n)x −  t × x(n − 1)dx. (3)

It is a theory for the study of small-sample statistics and
prediction. .e core content includes statistical learning
consistency conditions based on empirical risk minimiza-
tion criteria; statistical learning method promotion-type
circles; small-sample inductive reasoning rules established
on the basis of the promotion circles to implement the new
standards, etc.

3.2. Support Vector Machine Parameter Fitting. Because of
the high application value of support vector machines, VC
dimension theory, risk minimization theory, optimal clas-
sification hyperplane, kernel function, etc. are all theoretical
research categories of support vector machines. .e choice
of penalty parameters and kernel function parameters will
directly affect the performance of the support vector ma-
chine. .erefore, parameter selection is an important so-
lution direction in terms of the performance optimization of
the support vector machine algorithm. .e penalty pa-
rameter is a compromise between the wrong sample and the
classification interval in the determined college English
teaching data space to ensure that the support vector ma-
chine not only satisfies the classification performance but
also has a good promotion ability.

h(a, b, x) �
 δ(i, n) × x(t), t> 1,

 ε(i, n) × x(t), 0< t< 1.

⎧⎪⎨

⎪⎩
(4)

.e greater the value of the penalty parameter, the
greater the punishment for experience errors, which reduces
the risk of experience, which is called the “overlearning”
situation. Similarly, the smaller the value of the penalty
parameter, the smaller the penalty intensity, and the simpler
the model supporting the vector machine, but the corre-
sponding empirical risk also increases, which is called the
“underlearning” situation.

Ω[f(x + 1) − f(x)] − z
y(x, n)

‖x(n)‖
2 ∗x(n) � 0. (5)

.e introduction of kernel functions is the reason why
support vector machines can be widely used in linear in-
separable problems. With limited training samples, the
confidence range is proportional to the VC dimension. .e
higher the VC dimension, the larger the confidence range,
which leads to the greater possible difference between the
real risk and the experience risk, which leads to the phe-
nomenon of overlearning.

x
2
(t, n) − |x(t, n)|

2
− Δx(t, n)

 x(t, n) × f(x)
− 1 � 0. (6)

Support Vector Classifier (SVC) is proposed from the
optimal classification hyperplane when two types of samples
are linearly separable. .e so-called optimal classification
hyperplane requires the classification hyperplane not only to
separate the two types of samples without error, but also to
maximize the classification interval.

∰
A− X�t(c)

2|x(t, n)|∗ cos αdxdydz −
�������������
θ(t, z) + θ(t, x)


� 0.

(7)

After the support vector machine classifier was proposed,
its performance has been verified in the application of many
practical problems, but the traditional SVC algorithm has some
computational problems, including the slow training algo-
rithm, the complexity of the algorithm, and the large amount of
computation in the detection phase. .e feature space is de-
termined with the determination of the kernel function.
However, the method based on the ant colony has relatively
little information obtained due to the uncertainty of the initial
test information, resulting in a very slow speed in the solution
process. Assume that the standard voting principle is amajority
decision. Based on the consensus voting method, the support
set is updated during each iteration, and the “correct” elements
of the support set can be found in some estimated support sets.

.e two are corresponding. If the dimensionality of the
feature space is high, the optimal hyperplane obtained may
be very complicated; otherwise, it may be very simple.
Whether the dimensionality is too high or too low will make
the generalization ability of the support vector machine
model worse..erefore, the choice of penalty parameter and
kernel parameter has a great influence on the promotion
ability of support vector machine.
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3.3. Algorithm Network Search. .e particle swarm algo-
rithm takes the potential well as the basis and considers that
each particle has quantum behavior. In classical mechanics,
the two values of position and velocity can be used to express
the state of a particle, and these states determine the tra-
jectory of the particle when it moves.

φ(x, y, z, t) − 
cosα�1

cosα�1

β(x, t � 0) − β(x − 1, t � 1)

 α(x, y) � 1
� 1. (8)

In Newton mechanics, particles move in a given tra-
jectory at all times, but unlike classical mechanics, the
quantum behavior of particles in quantum mechanics
makes the trajectory of motion random and cannot be
given. In the quantum world, due to the uncertainty
principle, particles have no definite trajectory, and there is
no way to determine the speed and position at the same
time. Compared with particle swarm optimization, quan-
tum particle swarm optimization requires fewer parameters
and is easier to implement. When actually solving opti-
mization problems, the performance of quantum particle
swarm optimization has been proved to be better. Table 2
shows the adjustment parameters of the particle swarm
algorithm.

.is is a quadratic function optimization problem under
inequality constraints, and there is a unique solution. It is
easy to prove that only the part of the solution corre-
sponding to the support vector is not zero. .e optimal
classification function obtained after solving the above
problem is shown in the formula. .e summation in the
formula is actually only performed on the support vector.
Mine is the classification threshold, which can be obtained
by any support vector satisfying the equal sign in the formula
or by taking the median of any pair of support vectors in the
two categories.
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.erefore, in the process of particle swarm optimization,
the empirical risk and VC dimension should be minimized
in order to narrow the confidence range, so as to obtain a
smaller actual risk and improve the sample promotion
ability. It is assumed that, in the two-node support set es-
timation, the one with high probability of indexing the father
is the common support set J.

But on the other hand, if the VC dimension of the
function set is smaller, it is difficult to approximate the
college English teaching data of the training sample, so this is
a contradiction. When constructing the learning machine,
two strategies can be adopted: the strategy adopted by the
neural network and the strategy adopted by the support
vector machine.

4. Construction of Teaching Effect
Evaluation Model

4.1. Algorithm Space Iteration. For nonlinear problems,
SVM first transforms the nonlinear problem in the original
feature space into a linear problem in a high-dimensional
space through nonlinear transformation and then finds the
optimal classification surface in the high-dimensional space.
Under normal circumstances, this transformation may be
complicated and not easy to implement.

α(x) − α(x − 1)

 a(t) × w(x)
−

b(t) × x − 1
 w(x)

� 0. (10)

However, as mentioned above, after converting the
problem of finding the optimal classification surface into its
dual problem, it can be found that both the optimization
function and the classification function only involve the
inner product operation between the training samples. In
essence, the particle swarm algorithm is to summarize and
refine an abstract cognitive model from a collection of real
examples.

.e model can be represented by a function from a
mathematical point of view, such as fx. .e instance set is
usually the training set. .e learning algorithm obtains the
learner h from the training set. In fact, h is an approximation
of the function y� fx. After getting the learner, given a new
instance x, the learner outputs the corresponding result y.
.e output result y is the category of x for classification and
the predicted value of x for regression.

J[β(x) − β(x − 1)x]dxdy

Ω(x, y, t)
− 1 � 0. (11)

.erefore, it is not necessary to calculate the image of the
sample points in the original space in the high-dimensional
space; that is to say, you do not need to know the form of the
transformation, but only a function in the original space,
which can be calculated based on the sample points in the
original space.

.e inner product of the image in the high-dimensional
space is sufficient. .is kind of function is called a kernel

Table 1: Description of the number of sample sets.

Sample sets index Function description Weight
indicator (%)

H-1 .e empirical risk and the actual risk 11
H-2 .e complexity of the learning machine 13
H-3 Confidence range as structural risk 24
H-4 .e sum of empirical risk and confidence range 9
H-5 .e principle of structural risk minimization 56
H-6 Statistical learning method promotion-type circles 21
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function. According to the related theory of functionals, as
long as a kernel function K(x1,x − n) satisfies the Mercer
condition, it corresponds to the inner product in a certain
transformation space.

G(x(t − 1 ∈ μ), k � 1)

∩ z(x − 1) × x(t)

�
1

1 − α(x)
× 

n

i�1
(1 − α(x))(1 − β(x)).

(12)

.e SRM principle has the following two aspects: first,
we find the minimum empirical risk in each subset and then
calculate the sum of the empirical risk R and the confidence
range h corresponding to each corresponding minimum
risk, and the minimum structural risk is the value of the
minimum sum.

α(a, t) � (i, j, k) � i(1), i(2),

β(a, t) � j(1), j(2),

ε(a, t) � k(1), k(2), i, j, k ∈ Z.

⎧⎪⎪⎨

⎪⎪⎩
(13)

.e second is to calculate the minimum empirical risk
value of each subset and then pass the appropriate subset to
minimize the confidence range. At this time, the minimum
structural risk is obtained. .e first method is not feasible
when the number of subsets is large; the second method has
strong operability and at the same time lays the theoretical
foundation of support vector machines.

4.2. Support Vector Machine Data Clustering. Feature se-
lection for college English teaching can include two aspects:
feature extraction and feature screening; feature extraction
in a broad sense refers to a transformation, which converts
samples in a high-dimensional space to a low-dimensional
space through mapping or transformation to achieve

dimensionality reduction. Feature screening refers to re-
moving redundant or irrelevant features from a set of fea-
tures to reduce dimensionality.

.e two are often used in combination, such as mapping
the high-dimensional feature space to the low-dimensional
feature space through transformation and then removing
redundant and irrelevant features to further reduce the
dimensionality. Figure 1 shows the clustering distribution of
support vector machine data.

.e goal of the CPSO-S algorithm is to simultaneously
optimize feature subsets and SVM parameters to improve
the classification accuracy of SVM, while reducing the
number of selected features as much as possible. Classifi-
cation problem is the basic research problem of ensemble
learning, which belongs to the category of concept learning.
.e classification problem is to classify a series of examples
according to certain rules. In fact, it is to find a certain
function y� fx, so that, for a given example x, the correct
classification y can be obtained.


i

|〈α(1), u(i)〉|
2

+ 
j

|〈α(2), u(j)〉|
2

� ‖u(i, j)‖
2
. (14)

.e solution idea in the particle swarm algorithm is to
find a sufficiently good function in the hypothesis space to
approximate it through a certain learning method. .is
approximate function is called a classifier. As the sampling
rate increases, ASCE gradually decreases. When the sam-
pling rate reaches a certain value, ASCE tends to 0 and finally
equals 0; that is, there is no support set error.

Classification accuracy and the number of selected
features are two criteria for designing fitness functions. A
particle canmake the classification accuracy produced by the
classifier higher, and the fewer the number of features se-
lected at the same time, the higher its fitness should be.


σ(x,y)

z(x, y) − u(x, y) � u(x, y) 
σ(x,y)

z(x, y) − v(x, y) � v(x, y), x, y ∈ S(u).
 (15)

.ere are two main reasons for the representation: one is
that the assumed space is too small, and the other is that the
assumed space is not closed. Since the hypothesis space is
artificially specified, if the hypothesis space is too small, the

actual target hypothesis in the application of particle swarm
algorithm may not be in the hypothesis space. If the optimal
value obtained by improper selection may be a local optimal
value, there is a certain randomness.

Table 2: Particle swarm algorithm adjustment parameters.

Parameter
weight 1 (%)

Parameter
weight 2 (%)

Parameter
weight 3 (%)

Parameter
weight 4 (%)

Parameter weight
5 (%)

Particle number 1 5 0 29 52 41
Particle number 2 43 2 4 36 0
Particle number 3 30 2 7 50 23
Particle number 4 3 0 48 47 55
Particle number 5 17 1 38 6 19
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If the hypothesis space is not closed under a certain
integrated operation, then by integrating a series of hy-
potheses in the hypothesis space, it is possible to express the
target hypothesis that is not in the hypothesis space, causing
judgment errors. �is risk can be reduced by integrating
multiple assumptions.

4.3. Periodic Analysis of Particle Swarm Optimization.
�e performance is evaluated, and the classi�cation accuracy
of the model is tested. In this dynamic change equation of
particle state, the vector y(f) is the state of the particle at time
t, which is composed of its position and velocity at time t. It
is the coe�cient of the dynamic change equation. Its
characteristics determine the dynamic behavior of the
particle. P is the external input driving the particle to �y. At a
speci�c location, the input matrix exerts an in�uence on the
state of the particles through external input.

zu(θ(t) − θ(t − 1))
z(C �(ƛ − 1)/(ƛ + 1))

−
zx zy

zx(t)
� 0. (16)

Repeating the process described above K times is to
ensure that each subset has a chance to be tested, and it is
necessary to make sure that each subset reserved for testing
is not repeated. �e expected generalization error is esti-
mated by the average of the test accuracy obtained after K
predictions, and a set of optimal parameters is selected to
build the model.

For example, if the number of groups K is 5, then the
training sample needs to be divided into 5 equal parts, the
last 4 parts are used as the training set, and the �rst part is
used as the test set to train the classi�er. �e second part is
used as the training set, and the second part is used as the
test. By analogy, the standard for measuring the quality of
the parameters is the average �tness value obtained in each
test.

4.4. Evaluation Parameters of Teaching E�ect. Teaching
e�ect evaluation adopts cross validation technology to
select model parameters to be combined with grid search
method. In this paper, cross validation technology is
used to optimize support vector machine parameters.
�e main steps are as follows: �rst set the model pa-
rameters (C, t) in lgC. �e choice of initial values for
gradient descent-based methods is important and can
have a large impact.

Within the range of ∈[− 10,10], lgt ∈ [− 10, l0], perform a
grid search on the parameters c and mouth with a step
length of 1 and then use the tenfold cross validationmethod
to calculate the mean square error for the selected pa-
rameters (MSE). Finally, the selection of parameters is
determined according to the global minimum of MSE as
the criterion to evaluate the in�uence of the selected pa-
rameters on the generalization ability of the model. Figure 2
is the �tting distribution of the teaching e�ect evaluation
parameters.
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Figure 1: Data clustering distribution of support vector machine.
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�e number of support vectors and boundary support
vectors of the two algorithms are di�erent. For example, in
the C-SVC algorithm, the support vector of the second
classi�er SVM2 is 10, the boundary support vector is 5, and
the third classi�er SVM support vector is 11, the boundary
support vector is 5, the support vector of the fourth classi�er
SVM4 is 13, and the boundary support vector is 5; and in the
y-SVC algorithm, the second classi�er SVM2 support
number of vectors is 22, the boundary support vector is 18,
the support vector of the third classi�er SVM3 is 12, the
boundary support vector is 6, and the support vector of the
fourth classi�er SVM4 is 16, and the boundary support
vector is 7. Comparing the simulation results of the two
algorithms, the number of support vectors and boundary
support vectors of the V-S ratio algorithm is more than that
of the C-SVC algorithm.

5. Application andAnalysis of EvaluationModel

5.1. Preprocessing of College English Teaching Data. �e ac-
curacy of particle swarm algorithm is higher than genetic
algorithm, and the time is shorter than genetic algorithm.
Particle swarm algorithm is also used a lot in optimization.
During the operation of the algorithm, the operation of
particle swarm algorithm is relatively simple and the space
search speed is fast. �e search e�ciency is also high, but
similar to the genetic algorithm; when the problem to be
solved is more complicated, the particle swarm algorithm is
also prone to premature phenomenon in the later stage of
the algorithm; that is, the optimal parameter solution ob-
tained is the local optimum. �e solution is not the global
optimal solution.

∫[(zu/zx)dx − (zv/zx)dx]
ε((zu/zx)dudv)

� 0,

⋃
zu

zx
dx +

zv

zx
dx[ ]⊆N.


(17)

�e accuracy rate of quantum particle swarm algorithm
is as high as that of particle swarm algorithm. Although the
time is shorter than genetic algorithm, it is longer than
particle swarm algorithm. Compared with the particle
swarm algorithm, although the quantum particle swarm
algorithm has improved global convergence, it is still easy to
fall into local convergence, which occurs in the later stage of
the algorithm.

�e particle swarm algorithm of quantum behavior
needs to consider few parameters and is easier to write. And
because of the introduction of the average best position, the
ability of the particles to work together is enhanced, and
there is more room for improvement. Figure 3 is the data
extraction and analysis of college English teaching.

�e sampling rate of SamTrad directly a�ects the ac-
curacy of SVM’s classi�cation of college English teaching
data. �e larger the SamTrad, the more the samples
extracted; the SVM can get more sample information, and
the probability of classi�cation errors will be reduced a lot,
but the training time of SVM will increase.

In the experiment, we set the number of learners to 20,
and SamTrad takes (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 08, 0.9, 1.0)
in turn. �e gamma value of dna is 0.032, and C is 2. �ese
two parameters are obtained in advance using an exhaustive
method, which can achieve better results on rbf-SVM. Each
algorithm has been tested 50 times on the college English
teaching data set.

∮
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dy +
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zx
> 0,

0, if
zu

zx
≤ 0.




(18)

�e classi�cation accuracy of the SVM algorithm has
been greatly improved compared with the SVI algorithm.
On each experimental college English teaching data set, the
classi�cation accuracy of the former is higher than that of the
latter. For example, for the second-category college English
teaching data set disease, the positive hit rate, negative hit
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Figure 2: Fitting distribution of teaching e�ect evaluation parameters.
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rate, and overall hit rate of the SVM algorithm are only
0.8000 and 0.5, respectively, 8067 and 0.8037.

5.2. Teaching Model Simulation. �e experiment uses cross
validation method for evaluation. �e college English
teaching data set is randomly divided into k subsets, CPS0.
�e SVM algorithm is run k times on each college English
teaching data set, each time a subset is taken as the test set,
and the rest k. One subset is merged into the training set, and
then the average of the results of k experiments is taken as
the classi�cation result of the college English teaching data
set. In the experiment of this chapter, k� 10.

In the process of using AdaBoost to generate the sub-
classi�er t-SVM, t-SVM will test the training set S and
generate misclassi�ed samples and samples that have not
been misclassi�ed and update the weight values of the
samples according to this di�erence.

ϕ(i, 1) � ∐
ϕ+(i) + ϕ− (i)( )

2
− lim
x⟶∞

ϕ+
(i)
2
,

ϕ(i, 2) � ∐
ϕ+(i) − ϕ− (i)( )

2
− lim
x⟶∞

ϕ−
(i)
2
.




(19)

In the training phase, the SVM algorithm is the fastest,
because it does not require the use of optimization algo-
rithms (PSO or GA) for feature selection and parameter
optimization like the other two algorithms. However, the
lack of feature selection in the training phase will reduce the
e�ciency of SVM in the use phase, and the large number of
features will slow down the operation of SVI.

�e use phase of a classi�er is longer than the training
phase, so in the long run, the e�ciency of the SVM algorithm
is the worst. �e classi�ers obtained by the SVM algorithm

have better balance, which means that, for di�erent classes,
the hit rate is not much di�erent. �is is most obvious in
Sonar, the second-class college English teaching data set.

5.3. Analysis of Teaching E�ect Evaluation System. Since the
number of rows in samples represents the number of fea-
tures of the sample, it is necessary to know the number of
features of the college English teaching data before the
conversion of the college English teaching data. �e process
of converting the college English teaching data format of
libSVM to the OSU-SVM college English teaching data
format is shown below.

Step 1: Read in the S.txt �le;
Step 2: Initialize two matrices Samples and Labels. �e
number of rows of Samples is FNum, the number of
columns is R in S.txt, the number of Labels is 1, and the
number of columns is R.
Step 3: Read the tth row of S.txt and put it into the
temporary variable row_string.
Step 4: Find the �rst space position m in row_string,
and store the number [1, m − 1] in the tth column of
Labels.

�rough the conversion of the above steps, the college
English teaching data format of libSVM is converted to the
OSU-SVM college English teaching data format, so that
OSU-SVM can use the college English teaching data in
libSVM. Figure 4 shows the weight simulation of updated
samples at di�erent points.

It can be seen from the result graph and result table of the
simulation experiment that the simulation experiment is
carried out on the SPECT Data Set college English teaching
data set. When the cross-validated K value is 3, the correct
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rate is 70.00%. �e optimal parameter pair values are
C� 53.8961 and g� 0.0491; when the value is 7, the classi-
�cation accuracy rate is 72.50%, and the optimal parameter
pair values are C� 2.7040 and g� 0.0193, respectively. A
value of 5 has the highest classi�cation accuracy rate, at this
time the accuracy rate is 73.75%, and the corresponding
optimal parameter pair is C� 14.6752, g� 0.0239. We
present the results of applying DIAT to a 0-1 sparse signal
with SMNR� 20 dB.

It can be seen from the simulation experiment that the
best �tness value of the quantum particle swarm optimi-
zation algorithm has remained unchanged after the simu-
lation experiment is carried out on the SPECT Heart Data
Set college English teaching data set. �e average �tness
value rises from fast to slow and �nally maintains a steady
state. When the cross validation K value is 3, the correct rate

is 77.50%. At this time, the optimal parameter pair values are
C� 49.5626 and g� 0.7550.

5.4. Case Application and Analysis. In this paper, rbfSVM in
OSU-SVM is used as the base classi�er in the ensemble, and
20 SVM classi�ers are trained using the Boostrap method on
the Matlab platform. �en these 20 SVM classi�ers use the
selective ensemble methods PSOSEN and APSOSEN pro-
posed in this paper to optimize the selection and select the
optimal ensemble model. �e validation set is randomly
selected from the training set to select the optimal ensemble
model. Finally, the selected integration model is tested on
the test set. �e experimental parameters are set as follows:
population size N� 40, learning factor c� 1.4962, and
maximum number of iterations DT�100.

σ(x, y) � 1
E

ε(x, x − 1) − t[ε(y − 1, y)]{ }, ∃x, y, ∈ C(r � 0, t � 1). (20)

When the number of classi�ers is only 10, the im-
provement of Bagging_SVM to a single SVM is only about
4%. But when the number of classi�ers reached 45, the
improvement of Bagging_SVM to a single SVM reached
about 17%. AdaBoost_SVM is also the same situation.

In the case of a relatively small number of classi�ers, the
improvement e�ect after integration is not as good as the
case of a large number of classi�ers. However, the increase in
the number of classi�ers comes at the cost of increased
computing time. How to choose the appropriate number of
classi�ers also depends on the speci�c situation. Figure 5

shows the quantitative distribution of the classi�er inte-
gration e�ect.

When the dimension is two, the penalty factor C is l, and
the kernel function parameter d is 0.25.�e parameter of the
insensitive loss function is 0.000977, the number of support
vectors is 10, the boundary support vector is 6, and the
optimization error is 0.20596; when the dimension is three,
the penalty factor C is 128. �e kernel function parameter d
is 0.00391, the parameter of the insensitive loss function
accounts for 0.000977, the number of support vectors is 9,
the boundary support vectors are 4, and the error is 0.147.

δ(x, y) � 1
E
∗ μ((x, x − 1) − t(μ(y − 1, y))), ∃x, y, ∈ C(r � 0, t � 1). (21)

Since the search process of the particle swarm is a
nonlinear and complex process, the linear adjustment
method of the inertia weight 03 cannot correctly re�ect the
search process of the particle swarm. �erefore, the inertia

weight needs to be adjusted nonlinearly. �e general ad-
justment method is to use fuzzy rules for dynamic adjust-
ment. �is method formulates the corresponding
membership function and fuzzy inference rules for the
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current best performance evaluation (CBPE) and the current
inertia weight.

6. Conclusion

Aiming at the high complexity of selective integration,
learning from the swarm intelligence method, this paper
proposes a selective integration algorithm PSOSEN based
on particle swarm optimization. Based on the particle
swarm to select individual classi�ers with large di�erences
and high accuracy, establish the best integrated model of
college English teaching e�ect evaluation. Secondly,
starting with the theory of support vector machines, a brief
analysis was carried out, and the related theories of pa-
rameter optimization were introduced, using grid search
algorithm, genetic algorithm, particle swarm algorithm,
and quantum particle swarm algorithm to penalize pa-
rameters of support vector machine. �en, in the teaching
evaluation prediction model, a teaching evaluation pre-
diction model based on the support vector machine re-
gression algorithm and the time series algorithm is
established. �e selection of model parameters is deter-
mined according to the MSE global minimum as the cri-
terion, and the particle swarm algorithm with convergence
factor is used to optimize the penalty factorC of the support
vector machine, the parameters of the kernel function, and
the parameters of the insensitive loss function. Finally, the
quantum particle swarm algorithm is improved, and the
parameters of the support vector machine are optimized
with the improved algorithm and experiments are carried
out. According to the experimental results, the analysis
veri�es that the improved algorithm has higher perfor-
mance when optimizing the parameters of the support
vector machine.
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