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As an important part of the intelligent transportation system research, tra�c prediction is the premise of realizing tra�c guidance
and can provide decision-making basis for traveler service and tra�c management. To realize the macromanagement of the entire
road network, it must be based on the tra�c information of all road sections in the road network. In fact, short-term tra�c
information has certain characteristics such as real-time, high-dimensional, nonlinear, and nonstationary characteristics, but the
tra�c information of the same road section has stability and regularity in di�erent periods, and the short-term tra�c state has a
self-similarity. �is makes short-term tra�c information predictable. �e prediction is made by using the information of the road
sections with detectors related to it, and the dynamic dissimilarity matrix is introduced to deal with the three parameters of �ow,
speed, and time occupancy at the same time.�e quantitative relationship between the tra�c information of the nondetector road
segment and the known tra�c information of other road segments, so as to realize the prediction of the tra�c information of the
nondetector road segment and obtain the complete tra�c information of the regional road network. In addition, we use the actual
data of the local road network in a certain area to verify the feasibility of the method.

1. Introduction

With the development of the urban scale, the increase of the
total road network and the rapid growth of motor vehicle
ownership, tra�c problems have become one of the most
important issues in urban development and management
[1]. With the widening of the backward gap between the
limited supply of road capacity and the rapid growth of total
tra�c demand, the contradiction between the tra�c demand
and the tra�c supply has become increasingly prominent,
and the problem of tra�c congestion has become one of the
issues that urban people are very concerned about [2].
Moreover, with the continuous improvement of the quality
of life, people’s demand for the safety, speed, and conve-
nience of urban transportation is getting higher and higher
[3, 4]. �e fast tra�c network and convenient tra�c in-
formation services have become topics of increasing concern
and discussion [5]. Not only that, if tra�c congestion is not
solved well, it will hinder the economic development of a city
or region and a�ect the image of a city or region [6, 7].

�e main goal of urban tra�c is to be safe, orderly, and
smooth. Safety means that road tra�c conditions are good,
vehicles pass in compliance with safety regulations, and the
less tra�c accidents and the losses they cause, the better [8].
It is to maximize the road capacity, and the tra�c demand
and supply are in a balanced and stable state, and the less
delays caused by tra�c congestion, the better [9]. With the
growing demand for tra�c management and the increase in
the total number of roads and motor vehicle ownership,
urban tra�c management cannot rely only on traditional
management methods and technologies but must develop an
Intelligent Transport System (ITS), among which the current
development focus should be on an Intelligent Tra�c
Management System (ITMS), which mainly includes the
following systems: adaptive tra�c control, tra�c �ow col-
lection, tra�c guidance, road tra�c video surveillance,
electronic police (including new electronic police systems),
tra�c incident detection, comprehensive tra�c command,
and public-oriented tra�c information service platform
[10–12]. �rough the development of intelligent
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transportation, it is the only way to solve the problems of
traffic congestion and traffic safety, improve the level of
urban traffic management, and continuously meet the in-
creasingly high travel requirements of urban people.

Traffic prediction refers to the use of intelligent calcu-
lation methods to measure the current or future traffic in-
formation of the target area traffic system based on the
historical and existing traffic and related factors. It is the
premise and foundation of traffic management and traffic
travel information services. Reasonable and accurate road
traffic state forecasts can actively guide residents’ travel and
realize traffic guidance, so as to alleviate traffic congestion
and improve the efficiency of urban road use [13].

'e short-term changes of traffic information are af-
fected by many factors, which are random and uncertain.
'e problem to be solved in traffic forecasting is how to
conduct a systematic analysis from traffic information
changes with randomness and uncertainty [14]. Based on
traffic information data from various sources, combined
with other influencing factors, we find out the regularity and
establish the corresponding forecasting methods andmodels
that are used to predict changes in traffic information for
several time periods in the future. 'erefore, real-time and
accurate traffic prediction is the premise and key to realizing
traffic guidance and traffic control. 'e quality of traffic
prediction results is directly related to the effect of traffic
guidance and control [15].

'e data obtained by the detector are counted according
to a certain time interval to obtain the required traffic in-
formation time series. 'e shorter the statistical interval, the
greater the influence of disturbance on the data sequence,
and the stronger the relationship between nonlinearity and
uncertainty, resulting in an indistinct relationship between
observations [16]. If the statistical interval is too long, the
changing trend of traffic information cannot be tracked in
real time. By comparing the prediction effects of different
time intervals, the results show that when the time interval is
5 minutes, the error tends to be stable and remains at a
relatively low level; when the interval is less than 5 minutes,
the error is larger. When the interval is greater than 5
minutes, the error is small, but the predicted trend is not
obvious [17, 18].

'e data of short-term traffic prediction studied in this
paper come from the collection of intelligent transportation
system equipment (the data in this paper mainly come from
the bayonet detection of fixed detectors). Based on these
data, the traffic information in the next 5 minutes in the road
network is predicted. 'e predicted future traffic conditions
can be released through the intelligent traffic information
service system to provide decision-making basis for pe-
destrians and management departments [19, 20].

2. Method and Theory

'e road section without detectors refers to the road section
in which there is no fixed detector installed to collect traffic
information. To predict the traffic parameters of these
nondetector road segments by using the data of the detector
road segments in the road network, it is necessary to find out

the relationship between the two parameters. Traffic pa-
rameters are indicators that reflect traffic status. Traffic
volume, density, and speed are the main parameters to
describe the basic characteristics of traffic. 'ese three pa-
rameters are interrelated and restrict each other. Among
them, flow refers to the traffic volume passing through a
fixed point within a specified time; density refers to the
number of vehicles on a lane of a unit length at a certain
time, which changes with time and interval and cannot
reflect the relationship between vehicles and the speed, so
the occupancy rate is often used to express traffic density.
'erefore, flow, speed, and time occupancy are three basic
parameters that describe traffic.

In order to achieve this goal, we must first find out the
sample points in the road network that have a similar dy-
namic development trend to the nondetector road section
under study. In this paper, cluster analysis and discriminant
analysis are used for processing, and the problem is
transformed into the road section under study. 'e quan-
titative relationship between the parameters of these sample
points is determined by using regression analysis, and the
premise of regression analysis is that there is a certain
correlation between the targets under study. 'is paper
firstly analyzes the correlation of road sections and then
obtains regression analysis.'e research ideas of this chapter
on the parameter prediction of detectorless road sections are
shown in Figure 1.

2.1. Research Object. In this study, some sections of a main
road are selected as the research objects, and each section is
divided into two directions according to the driving di-
rection (Figure 2).'e roads in Figure 2 are very common in
the study area and are representative.

'e road section information in the above road network
topology structure diagram is studied. 'ere are 10 road
sections in the selected road network.'e traffic information
of each road section is known. 'e research parameters
include flow, speed, and time occupancy. For parameter
attributes, the data on April 12, 2021, were selected for
research in clustering and discriminant analysis. In order to
show the changing trend over a longer period of time, each
time period was merged into 15min traffic information, of
which the traffic data of 20 time periods from 8:00 to 11:00
are used as analysis data, and the data of 20 time periods
from 11:00 to 16:00 are used as verification data. In order to
verify the feasibility of the method proposed in this paper
and test the prediction results, the road section 10 is
regarded as a nondetector section here, and the other 9
sections are regarded as detector sections.

2.2. Research Method

2.2.1. Clustering Problem Analysis Process. 'e cluster
analysis in this paper is to find out the statistics that can
measure the similarity among the various road sections
according to the three observation indicators of traffic,
speed, and time occupancy rate of the selected road sections.
'en, we use these statistics as the basis for classification and
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classify the data objects into multiple classes, so that the
closely related ones are clustered into a small taxonomic
unit, and the distant ones are clustered into a large taxo-
nomic unit, until all samples or indicators are clustered, or
the set stopping condition is reached.

(1) Selecting different road sections in the road network as
clustering factors.First of all, the factors of cluster analysis
should meet the requirements of cluster analysis and reflect
the purpose of the research. In order to study the short-term
traffic prediction of road sections without detectors in the
road network, this paper selects the 10 road segments in the
above section as clustering factors, and each clustering factor
takes into account the three attributes of traffic, speed, and
time occupancy. Secondly, the selected variables should not
have orders of magnitude difference, otherwise the results
will be biased. Data transformations were normalized before
analysis. 'e following table lists the value (unit/vehicle) of
the attribute of traffic in 10 road segments. Speed and time
occupancy also have a data matrix in the same format as
traffic. 'e analysis in this chapter is based on this matrix-
based data processing.
(2) Data transformation processing. In the process of cluster
analysis, it is necessary to perform some mutual comparison
operations on each data set, and the original data of different
attributes often affect this comparison operation due to
different measurement units. 'erefore, it is necessary to
transform the original data before the cluster analysis, and
we should turn it into a new value according to a certain
operation to eliminate the influence of different

measurement units on the value. 'e data will not affect the
dynamic trend of the original data. All data are normalized.
By using the min-max normalization method, the original
data is linearly transformed, and the original value X is
mapped to a value in the interval [−1,1] through min-max
normalization.
(3) Define the distance between samples and the distance
between classes. After standardizing the data, cluster analysis
can be performed according to the processed data. 'e
clustering is based on the distance between samples.
According to different distance calculation standards, there
are absolute value distance, Euclidean distance, and Min-
kow’s distance, base distance, Chebyshev distance, etc.
When calculating the distance in this article, the absolute
value distance is used.
(4) Computing cluster statistics.'e clustering statistic is new
data calculated from the transformed data, which is used to
indicate the closeness of the relationship between each road
segment. Since this paper studies the three parameters of
flow, speed, and time occupancy at the same time, and each
parameter considers the value of multiple time periods, in
order to ensure that each attribute of the same road segment
is clustered into the same class, this paper introduces the
dynamic dissimilarity matrix. 'e dynamic dissimilarity
matrix is a method to measure the dynamic dissimilarity
between sample points based on stage growth. It considers
two more attributes other than the similarity coefficient.
(5) Choose a clustering method. In this paper, the system
clustering method is selected, and the closely related road
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Figure 1: 'e prediction idea of road segment parameters without detectors.
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Figure 2: 'e road network topology diagram.
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sections are clustered into one category, otherwise they are
divided into different categories. Systematic clustering is a
method of merging classes one by one. After specifying the
distance between samples and the distance between classes, n
samples are first classified into one class; at the beginning,
each sample forms its own class, the distance between classes
is equal to the distance between samples; then, the two
classes with the closest distance are merged; this process is
repeated until it stops when the specified number of classes is
reached, Finally, this paper is selected to be divided into 2
categories.

2.2.2. Correlation Relationship. Correlation analysis is to
study whether there is a certain dependency between phe-
nomena and to explore the direction and degree of correlation
of the phenomenon with specific dependency. It is a statistical
method to study the correlation between random variables. It
is worth noting that there is a correlation between things, not
necessarily a causal relationship, but may only be an ac-
companying relationship. But if there is a causal relationship
between things, the twomust be related. Regression analysis is
a mathematical statistical analysis and processing of causal
influencing factors and prediction objects. If there is a certain
relationship between the independent variable and the de-
pendent variable, then it is meaningful to establish a re-
gression equation. If there is no correlation between the
respective variables and the dependent variable in the cor-
relation analysis, there is no need to do regression analysis.

Correlation analysis and regression analysis are two
stages of generalized correlation analysis, and they are
closely related.

(1) Correlation analysis is the basis and premise of re-
gression analysis, and regression analysis is the in-
depth and continuation of correlation analysis.
Correlation analysis needs to rely on regression
analysis to show the specific form of quantitative
correlation between variables, while regression
analysis needs to rely on correlation analysis to show
the degree of correlation between quantitative
changes and variables. If there is no highly correlated
relationship between the variables, it is meaningless
to use regression analysis to seek the specific form of
the correlation, before making a correct judgment on
whether the variables are correlated or the direction.

(2) Since correlation analysis only studies the direction
and degree of correlation between variables, it
cannot infer the specific form of the relationship
between variables, nor can it infer the change of
another variable from the change of one variable.
'erefore, in the specific application process, the
purpose of research and analysis can only be
achieved by combining correlation analysis and re-
gression analysis. 'erefore, whether the indepen-
dent variable factor is related to the predicted object
of the dependent variable, what is the degree of their
correlation, and the judgment of the possibility of
judging the degree of correlation are the problems
that must be solved before regression analysis.

2.2.3. Regression Prediction. Regression analysis is to de-
termine the causal relationship between variables by spec-
ifying dependent variables and independent variables,
establishing a regression model, and solving each parameter
of the model according to the measured data and then
evaluating whether the regression model can fit the mea-
sured data well. If the fit is good, further predictions can be
made based on the independent variables. Regression can
basically be regarded as a fitting process; that is, the most
appropriate mathematical equation is used to fit the original
observed data consisting of a dependent variable and
multiple independent variables. If the relationship between
independent variables and dependent variables in regression
analysis is linear, it is called linear regression analysis, and
this paper selects linear regression analysis.

3. Results and Discussion

3.1. Clustering and Discriminant Analysis Results. 'e dis-
criminant criterion used in the cluster analysis and dis-
criminant analysis in this paper are the distance
discriminant method, in which the distance is represented
by the dynamic dissimilarity. In order to verify the proposed
short-term traffic prediction without detectors, road seg-
ment 10 is regarded as a road segment without detectors, and
the traffic information of the other 9 road segments are
known because the basis of cluster analysis and discriminant
analysis are all dynamic dissimilarities. 'e degree matrix
and the clustering rules are also the same. 'erefore, the
same result can be obtained by clustering analysis of 9 road
sections with known traffic information first and then
carrying out discriminant analysis and directly clustering
analysis of 10 road sections. In this paper, 10 road sections
are directly clustered at the same time in research and
analysis, and the system clustering method is adopted to
obtain the clustering result as shown in Figure 3.

In this paper, all road sections are divided into two cat-
egories, namely, road sections 5, 6, 3, 1, and 2 are the first
category; and road sections 4, 9, 7, 8, and 10 are the second
category. It can be seen from the road network topology
Figure 3 that the road segments directly related to road seg-
ment 10 are 4, 9, 7, 8, and 6 road segments. Since the road
network selected in this study is small in scope, the second type
after clustering, only some of the 5 road segments are included.

'rough the above clustering and discriminant analysis,
it is possible to obtain road sections with similar laws to the
studied road sections without detectors. In order to predict
the traffic information of road sections without detectors, it
is necessary to use the clustering results to perform re-
gression analysis to obtain road parameter quantitative
relationships between them. In order to avoid “false re-
gression,” correlation analysis should be carried out before
regression analysis. Regression analysis is only meaningful if
there is a correlation between the studied road segments.

3.2. Regression Prediction Results. Select the traffic infor-
mation of sections 4, 8, and 7 as the independent variable,
and the traffic information of section 10 as the dependent
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variable. Regression analysis is performed on the three
parameters of flow, speed, and time occupancy with the data
before normalization. According to the previous description,
it can be known that the three attributes of road section 10
are X10,1, X10,2, and X10,3, respectively, then the expression
of flow

X10,1 � 145.6234 + 0.15X4,1 + 0.231X7,1 − 0.415X8,1. (1)

Similarly, the expression for speed is

X10,2 � 11.525 + 0.342X4,2 + 0.425X7,2 + 0.253X8,2. (2)

'e time occupancy is expressed as

X10,3 � 28.436 − 0.534X4,3 − 0.063X7,3 + 0.298X8,3. (3)

3.3. Analysis of Prediction Results. In order to further verify
the results of the above prediction, the data of 20 time
periods from 11:00 to 18:00 were selected as the verification,
and the predicted value of road segment 10 are compared
with the original observation value of road segment 10. 'e
results are shown in Figures 4–6.

It can be seen from the above three figures that the
prediction results of section 10 obtained by the method
proposed in this paper have the same trend as the observed
values, and the error is quite small.

'e average error between the predicted value and the
actual value in each period in Figure 5 is 3.12%, the average
error between the predicted value and the actual value in
each period in Figure 6 is 4.68%, and the average error
between the predicted value and the actual value in each
period is 1.17%.

4. Conclusion

(1) 'is paper mainly starts from the prediction of traffic
information parameters to solve the practical
problem of dynamic traffic guidance and control,
predicts traffic information parameters of road
sections without detectors, and is committed to
realizing real-time dynamic traffic information pa-
rameter prediction of all road sections in the entire
road network. 'ree categories of traffic information
parameters, flow, time occupancy, and average
speed, are used to cluster road segments. On this
basis, discriminant analysis is used to obtain the
attribution class of the studied road segment, and
correlation analysis is performed on several road
segments in the class.

(2) 'is paper selects a part of the regional road network
composed of main roads in a certain city for analysis
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Figure 4: Comparison of traffic forecast and its observations.
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Figure 5: Comparison of speed predictions and observations.
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and verification. Each road segment in the road
network has traffic parameter attributes and time
series values and then performs cluster analysis
based on the three-dimensional array data table.
Regression analysis predicts traffic parameters for
detectorless road segments, and the analysis is val-
idated with real data. Since only the traffic infor-
mation parameters of the same road section are used
to predict the traffic information of the nondetector
road section, the traffic information will be lost,
which will affect the prediction result and the un-
certainty of the traffic itself. In practice, it is also
necessary to periodically correct the model with the
manual detection data of the detector-free road
section. On the basis of these traffic parameters, it is
possible to further predict the travel time, the traffic
information status, and the optimal duration of
signal lights, providing a basis for the traffic infor-
mation service system and traffic management
system.

(3) Compared with other models, the results show that
the new model in this paper is better. 'e road
conditions of the current model are relatively simple,
and the new model will be applied to other more
complex roads in the future.
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