
Research Article
Gray-Level Image Transformation of Paved Road Cracks with
Metaphorical and Computational Analysis

Asad Ullah ,1 Sun Zhaoyun ,1 Usman Tariq ,2 M. Irfan Uddin ,3 Amna Khatoon ,1

and Sanam Shahla Rizvi 4

1Department of Information Engineering, Chang’An University, Xi’an 710064, China
2College of Computer Engineering and Science, Prince Sattam Bin Abdulaziz University, Al-Kharj, Saudi Arabia
3Institute of Computing, Kohat University of Science and Technology, Kohat 26000, Pakistan
4Raptor Interactive (Pty) Ltd, Eco Boulevard, Witch Hazel Ave, Centurion 0157, South Africa

Correspondence should be addressed to Sun Zhaoyun; zhaoyunsun@126.com

Received 26 January 2022; Accepted 19 March 2022; Published 6 May 2022

Academic Editor: Vijay Kumar

Copyright © 2022 Asad Ullah et al.  is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In today’s technology era, the �eld of digital image processing is growing in popularity and developing demand.When the input is
given to the system, after the processing a variation is performed and the output is taken from the system. is research is about a
visualized image of road pavement that was �rst given as an input to obtain an output using gray-level image enhancing
techniques. In this research, the image enhancement is performed through di�erent visualized enhancement images, which is the
backbone of this research. Initially, it was cogitating as a piece of cake but once we start implementing the technique then we
realize that it was not that easy and it needs a lot of knowledge, and the variation of research to overcome complicated problems
correlate with this research.  e complicated assignments were a variation of light from day to night, visibility of the cracks,
homogeneous background, etc.  e most complex issue is the visibility and recognition of the road cracks that are complex to
classify using di�erent algorithms in obtained images. For deep research purposes, we must identify and categorize many
properties of the input images, such as intensity, color adjustment, and conversion for the sake of better image enhancement.
Using MATLAB, we examine the various gray-level image using better techniques based on their computational capability.  is
depicts the entire outcome of road pavement images to assess the characteristics and repercussions of alteration. Tomore precisely
check road crack detection, image enhancement techniques such as image negative, logarithmic transformations, gamma
corrections, and others are applied. Every single speci�ed technique, such as gamma and constant values, is proposed with a
general mathematical implementation. Piecewise linear contrast widening subclasses are also studied to more comprehensively
discover and assess road cracks. Every technique mentioned above has speci�c features and a unique image enhancement. Each
method has a di�erent and unique feature, so none in all the ways can be implemented for all kinds of gray-level image en-
hancement. Because in some cases, it will be necessary to implement gamma corrections for better enhancement, while in other
areas, it will be necessary to implement logarithmic transformations for the sake of good results. e logarithmic transformation is
suitable for such kind of conversion in which logarithm is taken and the image goes under process, but for the same image, the
other enhancement like the negative image does not suit. A comparison will be made at the end of this study for di�erent
algorithms. We aim to compare and contrast the bene�t of one technique over another, and the researcher will implement that
technique for better accuracy and result.  e proposed framework for image enhancement to classify the road surface cracks is
bene�cial in discriminating among di�erent types. It also gives us insight into selecting the appropriate technique for the image
enhancement of the road cracks according to their kinds.
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1. Introduction

+e background of any image plays a vital role in elaborating
the contrast or brightness of that image [1]. If the visible
characteristics of the targeted object are as similar as the
background, then we can say that the image has poor
contrast. When the difference between the target and
background of an image is significantly high, we call it high-
contrasted images. Such kind of image dataset always gave
promising results, and the images are also known as bright
images [2]. +e difference in reflectance qualities between
the target item and the image background will be used to
examine this study’s overall brightness or contrast. Image
enhancement is not easy because most of the images under
consideration are very difficult to enhance, like a satellite or
long-distance image [3]. Every image can be divided into two
parts: brightness and contrast. Brightness is the overall in-
tensity level of the pixel representing the image. +e typical
intensity value of the brighter image is always high because
the gray-level value is close to the value that is close to the
high-intensity scale value of the image [4]. Distinguishing by
the viewer between two pixels within an image is known as
the image’s contrast. Intensity variation from pixel to pixel
or adjacent within the entire image, including small or large
variations, can be provided through spatial variation [5].

+e practical implementation of gray-level transforma-
tion with no error is complicated. Still, with abundant effort
and research, it is not impossible to be implemented with a
small acceptable error like the research of Riid et al. [6,7]. For
the last couple of decades, the shifting procedure was being
used for image enhancement [8]. +e central tendency
method is employed to point out the shifting in that op-
eration, and the converted methodology was applied to
identify automated contrast enhancement [9]. Yes, the en-
vironment has a great impact, and therefore, the processed
images were taken under special consideration like dark
homogeneous background, different variation impact of
light like day and night times, different angles, and different
weather like cloudy and sunny.+ere is also the contribution
of Rahman et al. to the practical implementation of image
enhancement [10]. Sun et al. also did some image en-
hancement techniques [11]. For the first time, Akagic et al.
tapped the properties of the curvelet in their experiment
[12,13]. +is study consists of 4 main headings in which the
introduction is on top. +en, gray-level image enhancement
techniques were discussed with the subheadings of histo-
gram equalization technique, methodology, and the con-
clusion that are on numbers 3 and 4, respectively.

2. Motivation

As our research work is related to road cracks and road
safety, a lot of research is performed on road cracks, but still,
there is some margin of improvement like a significant time
drop concerning processing and an increase in accuracy.
Road maintenance plays a vital role not only in the devel-
opment of any country, but also road accidents are essential
to be reduced to save human life. +is could only be possible
if there is a proper check and balance of road maintenance,

performed by the ministry of local transportation [14]. One
of the motivations for doing the research is to find an
economical way for upgrading road cracks. In the United
States, the transport infrastructure condition is graded as D+
on average, and the rehabilitation cost is expected to be $123
billion [15]. With slight development in 1970s, the per-
centage of structures older than 30 years was estimated at
3.8% in 2014 in Korea [16]. It is expected to exponentially
increase and reach 13.8% in 2024 and 33.7% in 2029.
Similarly, a lot of money has been used for roadmaintenance
and survey in many countries like China, Pakistan, India,
Korea, and Canada. So, this motivates us to give our input as
an engineer and contribute our part to the development of
China because we consider China as our homeland.

3. Gray-Level Image
Transformation Techniques

One of the most valuable points for gray-level image en-
hancement is that in this technique, the gray-level image en-
hancement techniques are directly performed on the specific
pixel of an image [17]. One of themost valuable points for gray-
level image enhancement is that the process is directly per-
formed on the particular pixel of an image in this technique
[18]. +e modification value of every single pixel of the pro-
cessed image is dependent on the original pixel value. Many
researchers like Umer Farooq have uniquely implemented
image enhancement using infrared images [19].

Processing the gray-level image is comparatively more
efficient than working on the true color image, so it is more
focused and striking for researchers, like point process, etc.
[20]. In this study, the pixel we are looking at has a two-
dimensional gray image with 256 levels, ranging from 0 to
255.+e horizontal axis will be from 0 to 255, but the vertical
axis is reliant on the number of pixels and the distribution of
gray-level values of an image. +e general equation that is
frequently used for image enhancement is given in equation
(1).

s � T∗ r. (1)

In mention (1), T stands for the pixel transformation of
the input image, where s is the multiplicative output sum of
transformation and multiplication of r. Basically, r is rep-
resenting the original pixel value. To make it easy and more
understandable, let us consider r � f(x, y) and s � g(x, y),
then s is the representing f and g on that specific pixel value
of the image on the point x and y.

As we are utilizing an 8-bit image, a digital image
consists of matrices holding the color intensity of each
sampled point; therefore, the intensity of each color red,
green, and blue will represent 28 levels of intensity. It will be
in the range of 0 to 255. +e statistical mean value showing
the brightness of an image can be found with the help of
equation (1). +e pixel intensity of an image can define the
contrast of that image. In equation (2), contrast modulation
is shown, and this module takes gmax and gmin. +e sinu-
soidal wave of an image is shown in Figure 1 for finding the
intensity of an image.
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ContrastModulatin �
gmax − gmin

gmax + gmin
. (2)

Below, Figure 1 shows the conceptual sinusoidal in-
tensity waveform of the image processing.

In above Figure 1, the sinusoidal waveform shows the
intensity of the image. +e intensity of an image varies from
point to point. A different image representation is based on
the spatial frequency of gray value or color fluctuations
across the image plane. +e convolutional spatial repre-
sentation f(x, y) and reverse transformation of the latter
into spatial representation are entirely equivalent. +is will
be valid when the lossless conversion of the 2D spatial
function of spatial frequency turns into a 2D spectrum
f(u, v).

3.1. Histogram Equalization. +e digital image constitutes
every finite element with a particular location, worth, and
value that specifies the area known as an image element or
pixel [21]. In the image enhancement, it is required to
enhance the visibility of the pixel for human or machine
perception about the nature of the cracks. Classically, his-
togram equalization of an image is independently analyzed
from its contrast [22]. It comprises applying an extraordi-
nary difference change that straightens the histogram. It can
be performed either identically or powers the repartition
capacity to be as direct as could reasonably be expected. Any
specific method, including histogram adjustment, is inap-
propriate for difference invariant image analysis. It will
mathematically prove along with the figures in the later parts
of this study.

After adjusting the output image after propagating the
approximate background and subtracting it from the
original image, the following processing step was to adapt
the proposed image. Finally, the adopted image and its
histogram were resolved. +e difference is self-explanatory
when compared to an original image. In equation (3), the
mathematical representation of histogram equalization is
shown.

pn �
number of Pixel with intensity n

total number of pixels
, n � 0, 1, 2, . . . , L − 1.

(3)

In the above equation (3), the output is shown of the
histogram equalization where n is showing integer pixel

intensities, which start from 0 to L− 1, often 256. +e output
image has been adjusted after propagating the approximate
background and subtracting it from the original image.
While analyzing Figures d, e, and f with a and b, in Figure 2,
it became apparent that pixel is contrasted. +is method
application yields into the processed image for equalized
histogram as shown in Figure 2. It reflects the final histogram
that is distributed according to the pixel value. In the image,
the pixel value on every spot, irrespective of center, upper, or
lower side, is almost the same as the pixel values are
equalized and uniformly distributed, as shown in Figure 2.

3.2. Image Negative. Image negative is the opposite of a
positive image, indicating that it will reverse the normal
image because the image, once enhanced by negative pro-
cessing, will get the light area as a dark and the dark part as a
light area of the input image. +is technique is simple and
easy in all the gray-level image points on operational pro-
cesses [23]. In this technique, we must subtract the input
image value r from L− 1, the desired output in equation (4)
below.

s � (L − 1) − r. (4)

In this technique, the gray-level pixel order is reversed,
and for L gray levels, the transformation function is
s�T(r)� (L− 1)− r [24]. A negative image is also color
reversed, like red areas converted to cyan, green areas to
magenta, and blue areas to yellow [25]. Image negative is a
grayscale transformation, depending on the pixel position.
We are processing an 8-bit image, so the total gray levels are
256. If we insert the actual value, then equation (4) will turn
to equation (5) like below, and the darker pixel becomes
light, and lighter pixels become dark, as shown in Figure 3.
+e reverse of an image intensity levels in such a manner
results in the correspondence of a photographic negative.
Below Figure 3, from a to c, verifies this technique.

s � 255 − r. (5)

+is processing technique is mostly suited for refining
white or gray elements embedded in dark regions of an input
image, predominantly when the dark areas have a prominent
size [26].

3.3. Logarithmic Transformations. Logarithmic transfor-
mations are further divided into log transformation and
inverse log transformation [27]. Log transformation is used
to expand the value of dark pixels while compressing the
high-level values. Inverse log transformation or exponential
transformation is the opposite because it expends the value
of high pixels while compressing the darker level value [28].
So, the transformation will be as precise as another, like
expending one part will be as accurate as simultaneously
compressing the other [29]. +e mathematical representa-
tion of this technique can be expressed as in equation (6).

s � c log(r + 1). (6)
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Figure 1: Conceptual sinusoidal intensity waveform.
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+e above Figure 4 is representing a graphical repre-
sentation of image negative in which r represents the input
pixel value, s represents output, and c is a constant with an
intensity profile spanning 0 to 255. +e main aim of using
this technique is suitable for enhancing the dark pixels and
compressing the bright pixel.

In Figure 5, the subfigures a to i show logarithmic
transformation with the variation of constant value from 0.1
to 0.7. In the performed experiment, we keep the r value
from 0.1 to 0.7. +e 0.7 value result is white as shown in
Figure 5(i). From 0.7 onward, the result is the same and there

is no effect on the output if we increase the value. During
mapping an input image, the intensity level shifts from low
to more comprehensive in a narrow range and high intensity
toward narrow in a broader range. +is technique is widely
used when the input image values are exceptionally hefty.
+e constant variation from 0.1 to 0.7 has been processed,
and the output of each constant is crystal clear and visible for
analysis and comparison. +ere are two main properties of
log transformations. One of the properties is that it expends
the gray-level range at input lower amplitudes. +e other
property is the opposite of it, which means in the other

(a)

0

200

400

600

800

1000

50 100 150 200 2500

(b)

0
10
20
30
40
50
60
70
80
90

100

50 100 150 200 250 3000

(c)

(d)

0
200
400
600
800

1000
1200
1400
1600
1800

150 25050 2001000

(e)

0

10

20

30

40

50

60

70

50 100 150 200 250 3000

(f )

Figure 2: Original and equalized image histogram graphical representation. (a) Original image. (b) Original image histogram. (c) Original
image graphical representation. (d) Equalized image. (e) Equalized image histogram. (f ) Histogram after equalization of image.

(a) (b) (c)

Figure 3: Overall representation of image negative. (a) True color original image. (b) Converted gray image. (c) Negative image.
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property, the gray-level range will be compressed at high
input amplitudes [27], as shown in the above output images.
+is kind of transformation suits the dynamic range com-
pression in which the processed image far exceeds the ap-
titude of the display device.

3.4. Power-Law Transform. In the power-law transform
technique, c plays a vital role, and with the tuning of c, the
characteristic curve is adjusted [10]. With the adjustment of
c, the input image is modified in both darkness and light.
+rough varying c, the low-intensity levels jump toward a
broader range from input to output levels, so the dark pixels
are expended in the output levels. In the inverse log, it also
compresses the high value, and that is the reason this
technique is comparatively better than all other techniques.
Gamma transform is the second name of power-law
transformation. Mathematical representation is here in
equation (7):

(x, y) � c∗ (x, y)c. (7)

+e fractional c value corresponds from low- to high-
intensity values in Gamma transformation [30]. Every
display device has its gamma value, and according to that
value, the algorithm decides about the intensity of brightness
or makes the image lighten. We mainly use the cathode-ray
tube, which has the intensity to voltage response. +e
gamma value varies from 1.8 to 2.5, which leads to a dark
display [31].

According to Figure 6, if the gamma value is less than 1,
the given output will be a sharp and brighter image. If the
gamma value is greater than 1, the output image will be dark,
but if the gamma value is 1, there will be no effect on the
output, and the input and output images will remain the
same. Above Figure 6 tells us that if c � 1, identity trans-
formation will occur, but if c> 1 or c< 1, the variation will
depend on the value of gamma.

In above Figure 7, different gamma values’ output is
presented, and from the output images, it is evident that the
darkness varies with the variation of gamma as shown above
[32]. Gamma value is different in different display units, so it
is essential to enhance images for several display devices.+e
primary and significant steps for power-law transformation

are getting the image, converting RGB to grayscale, setting
gamma value, and applying it to the input image. Before
mentioned processes are performed with the variation of
gamma value to the input image, and the output is present
from a to k with a variation.

3.5. Gamma Corrections. Every technique has its impor-
tance and use, but histogram equalization is comparatively
good for overall aspects [33]. +ere are some applicable
techniques for histogram equalization like widespread
histogram, etc. Besides all these advantages, this technique
is still not good, because it does not significantly improve
each pixel. If there is any irregularity in capturing the
image, the result will not be good, and some parts will be
more bright or dark with low or high contrast [34]. Ir-
regularity in capturing the image means that we have to
keep a few parameters under consideration while capturing
images to be processed. +ese parameters are dark ho-
mogeneous background, keeping different variation impact
of light like day and night times, different angles, and
different weather like cloudy and sunny. For some parts of
the image, the brightness or contrast will be an increase in
the processed image, but some parts of the captured image
will remain the same, so gamma correction is the best
technique for this kind of problem like keeping the gamma
value 1 will create a linear map [15]. If the gamma value is a
maximum of 2 in the experiment, we received a darker
image, as shown in Figure 9. +en, we reduced the gamma
value from 2 to 1; we have less dark output than the image
with a gamma value of 2. If we keep the value constantly
toward down like 0.3 or less than 1, then the result will be
easily noticed with the visual eye because the contrast will
go toward maximum high.

Figure 8 is the best self-explaining figure of gamma and
gamma correction, while mathematically it will be written as
in equation (8).

G � J(i, j)c∗(i, j)ĉ. (8)

In the above equation, we have three major variables that
are i representing as an original image pixel value, and J
gamma correction output gain, while c is constant.

+e following figures of Figure 9 show the variation with
the different gamma values from 0.3 to 2. From the above
figures, it is crystal clear that if the gamma varies, the result
varies.

3.6. Piecewise Linear Contrast Stretching. Enhancement and
analysis in an efficient mode can be achieved by applying the
piecewise linear stretching. +e increment in the range of
brightness values for the single and multiple images is
performed in this technique. In this technique, the objective
value of an image contrast can be different either partially or
wholly due to specific characteristics [35]. +ese features
include lighting and the acquisition sensor device’s settings
for acquiring the image. It can be simply defined as the
modification between the minimum and the maximum in-
tensities of a pixel in an image or within the image [14]. +e
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Figure 4: Graphical representation of image negative.
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logic behind this technique is to enhance the range of dy-
namic gray levels of an input image. +us, this procedure
leads toward the dynamic modification of the gray levels of
an image or images to get the required dynamic range of
enhancement. Figure 10 demonstrates a typical modification
used for contrast stretching. +e positions of points (r1, s1)
and (r2, s2) manipulate the visibility of the modification [36].
+is technique presents the simplest contrast stretch method

in which the values of the pixel of an image are widening with
low contrast or high contrast. It is performed by dividing the
dynamic range across the whole image spectrum from 0 to
(L− 1), with horizontal representing before and vertical
representing after image modification. In the image spec-
trum, the integer pixel intensities range from 0 to L− 1. L− 1
is the number of possible intensity values, often 256. Fig-
ure 10 illustrates this technique.

(a) (b) (c)

(d) (e) (f )

(g) (h) (i)

Figure 5: Logarithmic transformation with different variations. (a) True color original image. (b) Converted to RGB image. (c) 0.1 constant
value output image. (d) 0.2 constant value output image. (e) 0.3 constant value output image. (f ) 0.4 constant value output image. (g) 0.5
constant value output image. (h) 0.6 constant value output image. (i) 0.7 constant value output image.
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(a) (b) (c)

(d) (e) (f)

Figure 7: Continued.
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Figure 6: Curve representation of the power-law transform.
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3.6.1. Contrast Stretching. Contrast is defined as the dif-
ference between the intensity of two adjacent pixels. +e
difference will be more in high-contrast images while less in
low contrast [37]. Low-contrast images are the result of

either poor or nonuniform lighting conditions. It is also
either because of nonlinearity or quite a small dynamic limit
of the imaging sensor [38]. +e contrast stretching trans-
formation is given by the following:

(g) (h) (i)

(j) (k)

Figure 7:+e power-law transform with different gamma values. (a) True color original image. (b) Converted gray image. (c) Gamma value
0.5. (d) Gamma value 0.7. (e) Gamma value 0.9. (f ) Gamma value 1. (g) Gamma value 2. (h) Gamma value 3. (i) Gamma value 4. (j) Gamma
value 5. (k) Gamma value 6.
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g(x, y, z) �

α∗f(x, y, z), 0< � f(x, y, z)< � a,

β∗(f(x, y, z) − a) + g(x, y, z)at a, a< f(x, y, z)< � b,

c
∗
f(x, y, z) −b) + g(x, y, z)at b, b<f(x, y, z)< � L.

⎧⎪⎪⎨

⎪⎪⎩
(9)

Above Figure 11 is the graphical representation of the
contrast stretching. According to the necessity, the trans-
formation slope is more significantly and gradually selected

than unity in this procedure. In this technique, transfor-
mation is under consideration, stretching the slope of the
image, so in this procedure, the slope of transformationmust

(a) (b) (c)

(d) (e) (f)

Figure 9: Different results of gamma corrections. (a) 0.3 gamma value output image. (b) 0.5 gamma value output image. (c) 0.7 gamma value
output image. (d) 0.9 gamma value output image. (e) 1 gamma value output image. (f ) 2 gamma value output image.

0

L/4

L/2

3L/4

L – 1

O
ut

pu
t g

ra
y 

le
ve

l (
s)

L/4 L/2 3L/4 L – 10
Input gray level (r)

(r2, s2)

T (r)

(r1, s1)

Figure 10: Piecewise linear contrast stretching diagram.

α

β

γ

g (x, y, z)

g (x, y, z) at b

g (x, y, z) at a

0 a=L/3 b=2L/3 L
f (x, y, z)

Dark region Mid region Bright region

Figure 11: Contrast stretching and its values at different
intersections.

Mathematical Problems in Engineering 9



be selected greater than unity. +e details of the darker area
of an image become visible in contrast stretching. It works
evenly well on both color and gray images. +e formula is
applicable to all three RGB planes.

+e primary purpose of Figure 12 is to increase the
dynamic range of the gray levels for low-contrast images.
Low-contrast images from poor illumination enhance that
the quality is improved in case the imaging sensor lacks the
dynamic range. Finally, the rectified output image was taken
in a lens’s impropriate setting during image acquisition [39].

3.6.2. Gray-Level Slicing. +is technique was implemented
when a specific range of gray levels gained prominence. To
suppress or maintain some essential details, this technique is
required to apply [40]. It is almost similar to the thresh-
olding, but the way of implementation is different, and in the
result, the output also varies, as shown in Figures 13 and 14.
+is is the most preferred technique for satellite imaging
because, in satellite image analysis, it is also used to remove
the defects and displace certain features [41]. +ere are two
main themes in this technique; first is to show a higher value
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Figure 12:+e research output of the contrast stretching and its histogram representation. (a) True color original image. (b) Converted gray
image. (c) Linear contrast stretched image. (d) Linear contrast stretched image histogram.
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Figure 13: Gray-level slicing. (a) Slicing without background. (b) Slicing with background.
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for all gray levels. +e second is to show a lower value for all
other gray levels in the range of interest. In this case, the
emphasis is on the object of interest rather than other el-
ements like background. On the contrary, the different
approaches brighten the desired range of gray levels [42].
Meanwhile, they also configure the image according to the
gray-level tones and background [43].

Figure 13 shows the slicing without background, while
the b figure is with the background. So, both figures a and b
offer the gray-level slicing and are merged into Figure 13.

In Figure 14, the specific ranges of the images are
highlighted. Also, the high value of all gray levels in the range
of interest and a low value for all other gray levels are
displayed. So, in short, the transformation highlights range

[A, B] of the gray level and reduces all others to a constant
level but also preserves all other levels. In Figure 14, the
intensity level of “d” is 150, and “h” is 1200. Of course, the
difference is very high, and it is because if we keep the value
like 300, 600, or higher. But it is in between 200 and 1,200;
clearly, the result does not vary.

4. Implementing Strategy

All the techniques and processes were performed in the well-
known software, namely, MATLAB, because this software
gives us the best environment for image processing simu-
lation. Processing the images as the input after processing
gaining the output is very easy and inexpensive with the
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Figure 14: Gray-level slicing output of our research with different intensity levels from 10 to 250. (a) True color original image.
(b) Converted gray image. (c) Graphical representation of the input image. (d) Sliced image with intensity 50. (e) Sliced image with intensity
80. (f ) Sliced image with intensity 100. (g) Sliced image with intensity 150. (h) Sliced image with intensity 1200. (i) Graphical representation
of input image.
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Image Processing Toolbox [44]. One of the key points of
using this software is the controlling features, as the control
of input and the program can be stopped at every stage if
needed [45]. +is software is very approachable and friendly
because while editing, we do not need to rewrite and run all
the programs from the beginning as we do in other pro-
gramming software like C or C++. So, with this, the re-
searcher saved a lot of time and energy while achieving a
better outcome than others like C or C++. For this exper-
iment, NVIDIA GPU has been used, which speeds up the
processing with no need to consume and is also suitable for
using GUI (graphical user interface) to enable command
control parameters. GPU is also essential for processing all
the above techniques [46]. +e device specification on which
these experiments are performed is given in Table 1 below.

5. Conclusions

+is study represents six eminent gray-level techniques
implemented in MATLAB with a functional collaborative
graphical user interface. +is study also presented the
procedures required to implement the various gray-level
methods used in image processing analysis. It shows a much
more appropriate way to achieve the required gray-level
output. Regardless of the effectiveness and robustness of the
executed techniques in MATLAB, there is some margin of
improvement like we can implement using other algorithms
and do a comparison with implemented algorithms. +e
proposed algorithms are not for a specific area or specific
dataset. +ese implemented techniques are suitable for every
part of the world and every single image. In the future, the
study can be broadened to implement other advanced image
enhancement techniques with a variation. In this work, we
have illustrated how different image enhancement tech-
niques enhance the quality of images. +ese techniques
include contrast stretching and histogram equalization with
gamma correction. +ey have their specific characteristics to
modify the images according to the requirement. After
implementing each technique, the simulation results show

that every method produces visually pleasing results, making
the analysis manageable and applicable. +ere are many
different methods used for feature extraction but in our
proposed method, and we experimented on the well-known
algorithms and did a comparison that which method’s
output is comparatively good for the kind of road cracks.
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