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At present, big data cloud computing has been widely used in many enterprises, and it serves tens of millions of users. One of the
core technologies of big data cloud service is computer virtualization technology.�e reasonable allocation of virtual machines on
available hosts is of great signi�cance to the performance optimization of cloud computing. We know that with the continuous
development of information technology and the increasing number of computer users, di�erent virtualization technologies and
the increasing number of virtual machines in the network make the e�ective allocation of virtualization resources more and more
di�cult. In order to solve and optimize this problem, we propose a virtual machine allocation algorithm based on statistical
machine learning. According to the resource requirements of each virtual machine in cloud service, the corresponding com-
prehensive performance analysis model is established, and the reasonable virtual machine allocation algorithm description of the
host in the resource pool is realized according to the virtualization technology type or mode provided by the model. Experiments
show that this method has the advantages of overall performance, load balancing, and supporting di�erent types of virtualization.

1. Introduction

Cloud server, also known as a cloud computing server, is a
network server that provides network services for users [1].
Compared with VPS, the cloud server has a great im-
provement in �exibility, operability, and scalability. More-
over, the rental price is far lower than that of the physical
server [2]. It is very convenient for users to open and use
when using. Moreover, in the late need to expand the use of
resources, you can also quickly upgrade the server con�g-
uration [3]. �erefore, the design of many enterprise data
centers is based on cloud computing service mode. �is
technical mode requires all hardware resources to be con-
centrated in a common basic resource pool that everyone
can share [4]. When they need to be applied, these resources
can be used through client applications. �is forms the so-
called virtual service environment in our computer industry.
Virtual service environment allows user program and data

information to be carried out among di�erent types of
virtual machines [5]. Data center operators prepare the
storage of virtualized resources in the back end according to
the needs of customers and provide them in the form of a
storage resource pool. Customers can use this storage re-
source pool to store �les or objects. In short, cloud storage is
an emerging solution to put storage resources on the cloud
for people to access. Users can connect to the cloud at
anytime and anywhere through any network connected
device to access data conveniently. Generally, there are
thousands of virtual machines active in the network [6]. �e
question of how to e�ciently allocate thousands of virtual
machines among the hosts in the resource pool according to
the types of virtualization services requires a reasonable and
e�cient virtual machine allocation strategy because it can
dynamically allocate virtual machines, integrate the work-
load of servers, and allocate required resources, which can
e�ectively improve the network server and maintain the
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required quality of service and improve the utilization of
physical resources. For different types of virtualization and
heterogeneous hosts, the relationship between virtual ma-
chines and physical hosts is different. Accurately capturing
the relationship between virtual machine and host has a
great impact on the allocation of virtual machine [7, 8]. (e
commonly used performance models, such as linear model
and simple queuing model, are often unrealistic and cannot
adapt to the change of load [9].

In order to solve the above problems, we propose a
workload estimation model based on statistical machine
learning (SML) modelling, control, and analysis technology
combined with a target host selection algorithm.

In order to estimate the resource requirements of virtual
machines, we use the SML method to describe a workload
estimation model, which predicts the resource set required
by each virtual machine. We also provide an overview of the
effective utilization of these resources. (en, aiming at the
problem of load balancing between hosts, a virtual machine
allocation algorithm is proposed. (e advantage of this
strategy is that when the virtual machine uses different
virtualization types, it can choose a better server for the
virtual machine to meet the requirements of load balancing.

2. Related Work

As the trend of the future computing model and the core of
the new generation of information technology and business
model transformation, cloud computing has attracted more
andmore attention from researchers and enterprises and has
broad market development prospects [10]. At present, al-
most all its giants are marching into cloud computing from
different directions according to their technical advantages
and market strategies. At present, cloud computing appli-
cation services are becoming more and more popular, the
scale of data center supporting cloud computing is becoming
larger and larger. (e data center forms a huge virtual re-
source pool by using virtualization technology [11]. How-
ever, due to the lack of effective resource management
mechanism, virtual machine resources cannot be reasonably
allocated. For example, with the operation of the system and
the change of user service load, the placement of virtual
machine will become disorderly. In addition, if we can
regularly plan and deploy the virtual machine from the
global scope, it can also improve the resource utilization of
the data center to a certain extent. At present, the existing
algorithms and research projects, such as VMware DRS and
IBM virtualization manager, dynamically allocate resources
to the partition/virtual machine according to the static
specified sharing and resource utilization rate, while ig-
noring the quality of service [12]. In this paper, after a
thorough discussion and detailed study of the existing al-
gorithms, this paper proposes a method like VMware-DRS,
which uses the performance parameters of virtual machine
as a host utilization function. In order to make the virtual
machine dynamically match and meet the requirements of
automatic adaptation, the algorithm also adopts the com-
mon active control theory and describes the process of
virtual machine call and resource allocation as a feedback

control problem, so that it can be placed and adjusted in the
server. In order to optimize the resource performance and
balance the virtual machine load power cost management.

Compared with the existing technologies, the main
disadvantage of both VMware DRS and IBM virtualization
manager is that these algorithm models rely on the cost
function to determine how to respond to the workload input
parameters. What is the cost function? Cost function is a
user-defined rule paradigm, which needs to be constructed
by computer-related domain knowledge and usually varies
according to the size and variability of workload and system
subcomponents. Unlike them, our strategy uses virtual
machines as a vehicle for building applications. By using
application load and performance prediction technology, we
can get a more general virtual machine function loading set
and realize online resource estimation and virtual machine
allocation algorithm of the virtual data center through SML.
(e algorithm uses the available resource consumption and
performance information in the system to learn and predict
the workload.

3. The Allocation Strategy

Using the abovementioned algorithm, we get a virtual
machine allocation model and strategy method, which can
dynamically adjust the resource allocation of data center
through the algorithm parameters and the changing
workload of virtual machine. (e strategy is executed as
follows:

Step 1. (e historical data recorded on the sampling
server (1 day) are used to predict the workload of the
performance model in the next hour with the nonlinear
model KCCA. It helps to describe the trend of messy
data and the overall situation of large data sets. It needs
the resources needed to meet the following workload.
Step 2. Our virtual machine allocation algorithm based
on load balancing uses the traditional correlation
analysis KCCA algorithm to capture the interdepen-
dence between CPU and I/O resource indicators of
different hosts and uses this relationship to predict the
resource consumption and host load information of the
virtual machine. Finally, through this interdependence
relationship, we select the related hosts in the resource
pool according to the relevant performance parameters
the machine is paired.
Step 3. First, each host in the resource pool is assigned a
relationship parameter a to find the host with the
smallest deviation in the resource pool.
Step 4. KCCA method and RRDs are used to capture
CPU, memory, and I/O data information of different
hosts.
Step 5. (e Erne function is used to establish the
nonlinear relationship. Here, we will focus on why we
choose to use the Erne function to model the nonlinear
relationship? We know that the technical principle of
virtualization determines that the change of virtual
machine resource utilization may lead to the change of
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host resource utilization. (erefore, we need to capture
the association between virtual machine and actual
host, which is the similarity relationship between them.
(e Erne function provides higher efficiency and ex-
pressiveness in obtaining the similarity of objects. (e
most important thing is that it can use its correlation to
quantify the performance similarity of objects, which is
incomparable to other functions.

According to the abovementioned strategy, the rela-
tionship between virtual machine and physical host is
established by multiple regression analysis. (e formula is as
follows:

Hi � a1 + a2 ∗ v cpu + a3 ∗ v(menu) + a4(IO)( . (1)

(e parameters are described as follows:

H: It represents the percentage of virtual machine usage
in total resource capacity during the test, i.e., host
utilization.

V: It represents the percentage of the total resource
capacity used by the virtual machine during the test,
that is, the resource utilization of the virtual machine.
Hi: It represents the load of a host I in the resource pool
during the test.
V (CPU): It represents the CPU utilization of the virtual
machine per minute during the test.
A: It represents the percentage of virtual machine usage
in total resource capacity.

After processing the data relationship, we can use two
relations to express the virtualization degree of the server
and a virtual machine. (e value of the virtualization degree
is the service level of the server. When the server receives the
service request instruction from the virtual machine, the
service center will calculate the virtual machine resource
utilization VI to the server according to the server level and
the workload Hi of the virtual machine and calculate the
CPU, network I/O, and other indicators of the virtual

Data symbol description:
R: Resource pool.
VH: Obtained virtual machine data.
50: Host.
C: Virtual machine.
N: Number of virtual machines.
Th: Target host.
PI: Load of the virtual machine.
Input parameters:
Virtual machine data information (VH) already exists in the resource pool (R). Assuming that there are many (n) active virtual host
information in the resource pool, the configuration information of a virtual machine (c) can be used by a host (L) for assembly
scheduling or resource utilization.
Output:
(e information of the target host in the resource pool is Th.
(e virtual machine scheduling type is Tn.
Using KCCA algorithm to estimate the load information of virtual machine pi.
For each host do
Loadi � pi
Use (1) to compute the host prating Pi and Fi
End for
Th�Ci//initialize the target host
While i≤ n do
If Li<C//judge if it meets the configuration requirements
(ere is no suitable host
Else
Th � i//virtual machine is allocated on host i
If Ty is para-virtualization
Loadi � loadi + Fi∗ρ//the load of the VM is added to host i
Avgloadi � 

n
i�1 loadi/n//compute the average load of the resource pool R

di �

�������������������������


n
i (loadi − avgloadi)

2/(n − 1)



//compute the deviation of the load
Loadi � loadi-Fi∗ρ
End if
i� i+ 1
End if
End while
Find the minimization of the di
Tn � i//the virtual machine is allocated on host

ALGORITHM 1: (e virtual machine allocation algorithm.
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machine, so as to guide us to give a better virtual machine
layout strategy, so as to make the total load balance.

4. Experimental Results

In this section, we will experiment to show that our method
can effectively allocate virtual machines. First, we prove the
capability and accuracy of our relationship model in re-
sponse to virtual machine resource requests. (en, we prove
that the algorithm is effective for selecting the optimal host
for load balancing. (erefore, in the experiment, we need to
use two identical servers and a storage array for recording
resource information. (ey are interconnected by high-
performance optical fibers to form a LAN and finally form a
shared service resource pool. All the virtual machines in our
experiment are cloned from two virtual machine templates,
one of which is quasi virtualization and the other is full
virtualization. (is design is to ensure that the dependency
relationship between them is as concise and clear as possible.

ERMSE �
1

N − 1


n

t−1
[p(t) − O(t)]

2⎛⎝ ⎞⎠

1/2

, (2)

Epa �


n
t−0 P(t) − Pm O(t)−Om( )  

(N − 1)σpσo

. (3)

In the experiment, ERMSE (2) and Epa (3) were used to
evaluate the accuracy of the prediction results. (erefore, we
assume that the predicted value is P(T), the actual value is
O(T), the standard deviation is σP, and the actual error is σo.
(e experimental results show that the ERMSE value reflects
the average deviation between the predicted value and the
actual average value, and its value close to zero means that
the prediction is close to perfect. (e experimental results
show that the EPA value reflects the correlation between the
deviation between the predicted value and the mean value
and between the actual value and the mean value. Its value is
between 1 and −1, and Table 1 indicates that the prediction
result is almost perfect.

In the experiment, we use the KCCA method to test our
algorithm and compare the results with the existing re-
gression method. (e comparison results are shown in
Table 1. (e experimental results show that KCCA is more
ideal than the regression method. (erefore, our algorithm
has significantly improved the accuracy of virtual machine
prediction, so it has a better prediction effect.

We use 12 virtual machines and two servers for testing.
We choose load balancing as the evaluation criteria. When
using this algorithm, the system will choose the host for
virtual machine while starting according to the character-
istics of virtual machine’s load and the host rating. First, we
use this rating to calculate the host resource utilization and
compare it with the actual results. (e results demonstrate
that it gives a better solution when the virtual machines use
different virtualization technologies.

Table 2 shows the residuals and coefficient of calculation
for different type of virtualization. Also, we compared this
strategy with the greedy algorithm which always chooses the

node that has the lowest load. Figure 1 shows the CPU
utilization using the simple algorithm when placing the 12
virtual machines on these two hosts. Figures 2(a) and 2(b)
gives the CPU utilization of using our strategy. It can be
clearly seen from (a) and (b) that the CPU load was not
balance, for the load on host 1 is 0.1 but the load on host 2 is
about 0.3. However, Figure 2 shows that when using our
strategy, the load of these two hosts is load balancing for the
average load is almost the same. Experimental results show
that our strategy can effectively guide the allocation of virtual
machines to achieve the load balancing.

Table 2 shows the residuals and coefficient of calculation
for different types of virtualization. Also, we compared this
strategy with the greedy algorithm which always chooses the
node that has the lowest load. Figures 2(a) and 2(b) show the
CPU utilization using the simple algorithmwhen placing the
12 virtual machines on these two hosts, Figure 3(a) and 3(b)
give the CPU utilization of using our strategy. It can be
clearly seen from (a) and (b) that the CPU load was not
balance, for the load on host 1 is 0.1 but the load on host 2 is
about 0.3. But Figure 3 shows that when using our strategy,

Table 1: Comparison of the accuracy of KCCA and regression.

Metric
KCCA Regression

ERMSE Epa ERMSE Epa
Bi 0.12 0.88 0.47 0.69
Bo 0.13 0.88 0.44 0.66
Cs 0.096 0.87 0.21 0.66
R (kb/s) 0.095 0.87 0.14 0.75
W (kb/s) 0.097 0.85 0.13 0.64

Sever

Conclusion

Data (one day)

KCCA 

CPU and I/O data 

Article strategy

Compare

Figure 1: Strategy flow chart.

Table 2: (e residual and coefficient of the strategy.

Virtualization CPU Network I/O
Type Res Coe Res Coe
Para-virtualization 0.074 0.99 0.0019 0.99
Full virtualization 0.0014 0.97 0.0029 0.96
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the loads of these two hosts are almost the same under the
same response time. Experimental results show that our
strategy can effectively guide the allocation of virtual ma-
chines to achieve the load balancing.

Next, we test the superiority of our algorithm in the
evaluation of virtual machine load balancing. We used more
(30) virtual machines and our servers for testing. When
using the algorithm, the system will select the host for the
virtual machine according to the characteristics of the virtual
machine load and the host rating and calculate the host
resource utilization. (e experimental results in Table 2
show that compared with the greedy algorithm, the
greedy algorithm always selects the host with the lowest load,
while our algorithm performs better in CPU utilization of
virtual machine and network I/O and other aspects of the
load is balanced; the algorithm can effectively guide the
allocation of virtual machines, achieve more effective load
balancing, especially when the virtual machine adopts dif-
ferent virtualization technology; the method is more reliable,
more reasonable, and feasible.

5. Conclusions

We propose a virtual machine allocation algorithm based on
statistical machine learning. (e strategy is to establish the
corresponding comprehensive performance analysis model
according to the resource requirements of each virtual
machine in the resource pool. According to the

virtualization technology type or mode provided by the
model, the reasonable virtual machine allocation algorithm
description of the host in the resource pool is realized.
Experimental results show that our method is more ideal
than the regression method in virtual machine allocation
prediction results, and it is easier to achieve host load
balancing than the greedy algorithm. (erefore, compared
with other existing methods, this algorithm has the ad-
vantages of good overall performance, load balancing, and
supporting different types of virtualization.

Data Availability

(e data supporting the findings of this study are available
within the article.
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Figure 2: (a) CPU utilization of two hosts using the greedy algorithm. (b) CPU utilization of two hosts using the greedy algorithm.
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Figure 3: (a) CPU utilization of two hosts using our algorithm. (b) CPU utilization of two hosts using our algorithm.
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