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�e reliable operation of the distribution terminal is a key link to realize distribution automation. It is particularly important to
e�ciently and accurately evaluate the operation state of the distribution terminal. In order to realize accurate state perception of
distribution terminals, a state evaluation method based on deep reinforcement learning is proposed to support the reliable
operation of the distribution network. First, the fault causes of terminal equipment and the collected datasets are introduced. On
this basis, the multilayer network structure is used to analyze the terminal state. Q-reinforcement learning network is used to
optimize the convolution neural network, solve the over�tting problem of the deep network model, and continuously extract the
data features. At the same time, in order to increase the objectivity and reliability of the evaluation method, the membership
function optimization is also introduced into the model to further ensure the accuracy of the state analysis method. Simulation
results show that the recognition accuracy of the proposed method is 94.23%, which shows excellent evaluation performance.

1. Introduction

With the accelerating pace of distribution network construc-
tion, the coverage of distribution terminals is also increasing
year by year [1–3]. �e distribution terminal is used for the
monitoring and controlling of switching post, section switch on
the column, ring network cabinet, distribution transformer,
line voltage regulator, and reactive power compensation ca-
pacitor in medium voltage distribution network. Its operation
stability and reliability directly a�ect the operation stability and
reliability of the whole distribution network [4].

However, the vast majority of distribution terminals are
directly installed outdoors or in a simple sheltered area,
which is easy to be a�ected by external force damage, and
various unexplained abnormalities often occur [5]. In ad-
dition, due to the large number and wide distribution of
distribution terminals, the workload of manual normali-
zation inspection is huge. In particular, the distribution
terminals and communication equipment on the column are
installed at a high place, so it is extremely inconvenient for
manual on-site inspection and maintenance. All the above
factors pose great challenges to the state detection and fault

analysis of distribution terminals [6]. �erefore, it is urgent
to propose an e�cient and accurate state evaluation method
of distribution terminals.

�e traditional state identi�cation method of the dis-
tribution terminal adopts the mode of postmaintenance or
regular maintenance [7]. Postmaintenance refers to the
maintenance only when the equipment fails and cannot
continue to operate, which will directly reduce the operation
reliability of the distribution network. �e maintenance
method of regular maintenance, which only disassembles the
equipment to a certain extent according to the speci�ed time
interval, will inevitably produce “excess maintenance” [8].

�e emergence of a deep learning network provides a
new solution for on-line detection and evaluation of power
equipment status. �e deep network can be used for con-
tinuous feature extraction and model training of the data
collected by the distribution terminal, to build a reliable
distribution terminal state sample database, and then to
realize accurate distribution terminal state evaluation.
However, due to the deep network structure, the current
multilayer network has the problem of over�tting the large
data sample set, and the state analysis model is di�cult to

Hindawi
Mathematical Problems in Engineering
Volume 2022, Article ID 8390433, 9 pages
https://doi.org/10.1155/2022/8390433

mailto:tjuxf1010@126.com
https://orcid.org/0000-0002-0944-8501
https://orcid.org/0000-0002-7922-073X
https://orcid.org/0000-0002-0171-2953
https://orcid.org/0000-0002-1635-2022
https://orcid.org/0000-0001-6623-2363
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8390433


maintain the same stability in the whole cycle, which also
makes most of the current network models have the problem
of low state recognition accuracy.

Aiming to support the reliability of the terminal state, a
method based on in-depth learning of terminal state analysis
is proposed. ,e innovation of this method is mainly
composed of two parts as follows:

(1) Considering the time-series characteristics of power
grid state data, this study uses the convolutional
neural network (CNN) to construct a terminal state
evaluation network and introduces Q-reinforcement
learning network to solve the overfitting problem of
multilayer network, which can strengthen the net-
work’s perception and decision-making ability,
achieve high-precision identification of different
states, and improve the accuracy and stability of the
evaluation network model.

(2) At the same time, considering the complexity of the
distribution terminal data, this study also introduces
the membership function to optimize the model,
which increases the objectivity and reliability of
terminal state evaluation methods, and further en-
sures the accuracy and accuracy of output state
evaluation results.

2. Related Research

,e state evaluation of distribution terminal can timely and
correctly diagnose various abnormal states or alarm infor-
mation of the terminal, so as to prevent or eliminate faults
and ensure the safe [9].

In the era of rapid development of distribution internet
of things, the original working mode of distribution oper-
ation and maintenance is difficult to cope with the pressure
brought by the large-scale access of distribution terminals
[10, 11]. ,e number of operation and maintenance per-
sonnel is limited, the technical level is uneven, and the
construction scale and the number of distribution terminals
are large. ,ere are various factors causing the defects of
distribution terminals, resulting in the difficulty and com-
plexity of operation and maintenance work. At present, the
operation and maintenance personnel only record and
classify a large number of terminal defect data, and conduct
postevent human analysis and defect elimination according
to the operation and maintenance experience for terminal
defects. Passive operation and maintenance have low op-
eration and maintenance efficiency [12].

Aiming to support the stable state of the system after
large-scale access to distribution terminals, it is urgent to
mine the required laws from a large number of terminal data
generated by distribution network operation, effectively
analyze the reasons behind the defects, provide ideas for
terminal state evaluation, and improve the efficiency and
ability of distribution terminal operation and maintenance.

Data mining technology has penetrated into many fields of
power system and promoted the development of distribution
network in the direction of intelligence [13, 14]. At present, the
fuzzy theory modeling method is usually used for equipment

state evaluation to evaluate the fuzziness and uncertainty of the
characteristic quantity of the thing itself, in order to accurately
measure the influence of each state quantity on the equipment
state [15, 16]. Although the method of mathematical modeling
can support the distribution network to realize the self-de-
tection of the terminal state to a certain extent, the data of the
distribution terminal are too large and the cause of fault is too
complex [17–19], which makes the establishment of state
model particularly difficult and cannot well support the dis-
tribution network to realize the timely perception and iden-
tification of terminal equipment state.

,e fault identification and analysis method based on the
multilayer network model gradually break through the
limitations of traditional methods. ,rough continuous
training and learning of sample data, a complete and reliable
equipment state database is established, and finally, effective
distribution terminal operation state identification is real-
ized [20–22]. However, it should be noted that there is less
research on realizing the state perception of distribution
terminal based on deep learning, but many scholars have
effectively perceived the operation state of power equipment
or mechanical equipment with the help of the powerful
learning ability of multilayer network. Reference [23] will
continuously train and learn the sample data obtained from
the fan SCADA system through the convolution neural
network to realize the health monitoring and state recog-
nition of the fan; reference [24] realizes end-to-end ab-
normal state detection of steam turbine mechanism
equipment based on deep convolution neural network;
reference [25] proposed a new defect diagnosis method
combining least squares support-vector machine and
Bayesian network decision tree to realize the state recog-
nition of secondary equipment such as remote terminal unit
and merging unit; reference [26] uses the superposition
denoising automatic encoder model in deep learning to
directly extract feature information from microgrid power
equipment and introduces clustering algorithm to determine
the state of electrical equipment. However, it should be
noted that for the deep network, the deeper network
structure can indeed improve the network efficiency of the
state identification model, but there is also the problem that
the identification accuracy is reduced due to the overfitting
of the model, which makes the stability of the distribution
terminal state analysis network model open to discussion.

In this study, the Q-reinforcement learning network
model is used to optimize the CNN network while ensuring
the recognition accuracy of the state analysis model.
,rough continuous learning of the data before and after the
time, the problem of CNN network overfitting can be solved,
which can well support the operation state evaluation and
analysis of distribution terminal equipment.

3. Multidimensional Evaluation Method of
Distribution Terminal State Based on Deep
Reinforcement Learning

3.1. State Perception of Distribution Terminals and Analysis of
Influencing Factors. Complete and reliable state data
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acquisition is the premise to realize the state evaluation of
the distribution terminal. In this study, with the help of the
key circuits inside the heterogeneous distribution terminal
equipment, combined with the hardware detection tech-
nology and software verification method, the internal op-
eration state monitoring is realized, and the inspection
results are sent through the communication channel, so that
the internal operation key parameters and self-inspection
results of the distribution terminal are in a “visual” state.

,e main acquisition contents of the power distribution
terminal are shown in Figure 1.

As shown in Figure 1, the power distribution terminal as
a whole mainly includes the control circuit, board, and
program operation status. Monitoring the key components
can timely find out whether the terminal program, hardware,
and power supply are normal, so as to determine whether the
collected information is available and quickly locates the
terminal fault.

At the same time, it should be noted that the defects and
fault causes of distribution terminals are complex and di-
verse. ,is study summarizes and analyzes the key factors
causing terminal defects through the fault types and causes
counted by the actual power supply company, as shown in
Table 1.

In this study, distribution terminal faults are mainly
divided into internal causes and external causes. Most of the
internal causes are equipment source characteristics, and the
external causes are environmental impact characteristics.

As shown in Figure 2, this study first divides the collected
data sample set into the corresponding training dataset and
test sample set. ,en, based on the training sample set, the
network model of fault diagnosis of deep Q-network is built
until the corresponding iteration conditions are met. Finally,
based on the deep Q-network, the terminal state of the
distribution network is accurately evaluated and analyzed.

3.2. Distribution Terminal State Feature Extraction.
Unlike the primary equipment with special state indicators,
the distribution terminal is an electronic equipment with a
complex failure mechanism. ,e characteristic quantities
deeply related to various faults are often hidden in the
hardware. However, the existing terminal’s own state
sensing means are lacking, so it is impossible to directly
obtain the characteristic quantity reflecting the terminal
hardware state like a primary device.

In view of the above situation, this study selects three
operation indexes as the state characteristic quantity, namely,
abnormal reporting frequency fab, contradiction reporting
frequency fcon, and terminal offline frequency foff .

An abnormal report refers to the record describing the
abnormality of the terminal body in the alarm event
uploaded by the terminal, such as encryption verification
failure and battery activation abnormality. ,e abnormal
report frequency can directly reflect the overall operation

Operation environment information collection

External temperature detection

External humidity detection

Internal temperature detection

Internal humidity detection

Communication status acquisition

Network timing flag

Message type and data volume statistics

Communication delay detection

Analog conversion status acquisition

A / D conversion detection

Circuit disconnection detection

Switching state acquisition

A / D conversion detection

Circuit disconnection detection

Main power supply status acquisition

Power loss detection

Voltage mutation detection

Circuit disconnection detection

Standby power status acquisition

Power loss detection

Voltage mutation detection

Circuit disconnection detection

Internal board status acquisition

Board power detection

Board operation detection

Board insulation detection

Figure 1: Status detection of distribution terminal.
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status of the terminal, and its calculation method is shown in
equation (1)as follows:

fab �
Nab

T
, (1)

where T represents the statistical duration; Nab indicates the
number of abnormal reports within the statistical time.

Some information uploaded by the terminal needs to
conform to certain logic; for example, after the terminal
power supply line fault trips, it must follow the AC power
loss report, etc. If there are too many reports Ncon that do
not conform to the logical relationship within the statistical
duration T, it indirectly indicates that the terminal has the

trend of failure. ,erefore, the frequency of introducing
conflict reports is as follows:

fcon �
Ncon

T
. (2)

A considerable part of terminal faults gradually develops
from short-term disconnection to long-term offline.
,erefore, the off-line frequency of the terminal also has
certain significance for reflecting the terminal state, and its
calculation method is shown in equation (3).

foff �
Moff

T
, (3)

where Moff represents the number of terminal drops in the
statistical time T.

3.3. State Evaluation of Distribution Terminal Based on Deep
Reinforcement Learning. Deep reinforcement learning is a
trial and error algorithm, which makes the network have
both perception ability and decision-making ability. ,is
study realizes the state evaluation of distribution terminals
based on a deep reinforcement learning network.

3.3.1. Deep Reinforcement Learning. ,e research shows that
a convolutional neural network has strong feature learning
and expression ability, better robustness, and faster calcu-
lation speed. It can input the sample dataset into the CNN
model for training and use the trained network to distin-
guish different distribution terminal feature information, so
as to achieve high-precision recognition of different states.
,erefore, we adopt the basic network structure as the state
evaluation network.

,e CNN network adopts a cognitive mechanism of
imitating biological natural vision.

,e rectangular convolution kernel of CNN is used to
convolute with the local receptive domain of the input
signal, and the convolution check with the same numerical
weight is used to scan the input data, so that its parameters
can be shared. ,e mathematical model of convolution
operation is as follows:

zi+1 � ui ⊗ zi + di, (4)

Table 1: Multidimensional influencing factors of distribution terminal fault.

Type Project

External factors

Environmental temperature and humidity change
Wireless signal quality

Power failure
Improper human operation
Primary equipment impact

Internal factors

Running state
Maintenance history

Software running status
Equipment upgrade and commissioning

Maintenance history
Equipment family defects
Troubleshooting history

Long service life

Start

Distribution terminal state data set division

Environment

Sample labelTraining setTest set

Agent
Initialize model parameters

Action set

Convolutional neural
network training and

learning

Fault diagnosis results

Compare the output fault
type with the real fault
to get the reward g and

give the next data z

Training to
the maximum number of

rounds?

Depth Q network model a�er training

End

State action value function Q (z, k)

No

Yes

Figure 2: Fault diagnosis flowchart of deep Q-network.
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where zi is the current input eigenvector; zi+1 represents the
eigenvector after convolution calculation; ⊗ is the symbol of
convolution operation; ui is the weight of convolution
kernel; and di is offset.

After the convolution operation is completed, the
nonlinear transformation is realized through the activation
function to improve the expression ability of the model. ,e
expression is as follows:

vi � f zi+1( . (5)

Pooling operation can effectively preserve feature in-
formation. In this study, the maximum pool method is used
to deal with it, and its mathematical expression is as follows:

maxpooling(f[i − 1], f[i], f[i + 1])

� max(f[i − 1], f[i], f[i + 1]),
(6)

where maxpooling represents the maximum pool(); f[i] is
the i value; f[i − 1] is the i − 1 value; f[i + 1] is the i + 1
value; and max indicates the maximum value.

At the same time, we should see that the data collected by
the distribution terminal have the characteristics of time
series. In order to make the CNN network better extract the
characteristic information of the sample dataset, the Markov
decision-making method is used to strengthen the network.

,e Markov decision process includes four tuples
〈Z, K, p, g〉, in which Z is a state-space set; z ∈ Z is a state in
the state-space set; K is the action-space set; k ∈ K is an
action in the action-space set; p is the current time state after
the action k is executed by the agent: the probability of
transforming to the next time state z′; and g is the reward
obtained by converting the current time state to the next
time state z after the action Z is executed by the agent.

In the fault identification task of this study, the status z is
the sample data uploaded by the terminal; action k is the
category of the operation state of the distribution terminal;
and whether the model recognition result is consistent with
the terminal state type is an important standard for awarding
g. When the sample type is consistent with the recognition
result, g is taken as +1; otherwise, g is taken as −1; and for
the state transition probability p, although there is no
correlation between each state, the training data samples will
be randomly disrupted and the number of training data
samples will be evenly distributed during network operation.
,e state transition probability will become p � 1/R, in
which R is the number of fault categories.

Due to the problems of local minimum and overfitting in
the traditional depth neural network, the accuracy of the
model after training is not high and the stability is poor. To
solve this problem, we choose to add aQ-learning strategy to
the deep neural network to enhance the recognition stability.

,e fault diagnosis process of the deep Q-network is
shown in Figure 2. ,e model realizes the intelligent fault
diagnosis through the interaction between the environment
and the agent. First, the environment inputs the initial data z

to the agent. After the CNN network fitting, the state-action
value function Q(z, k) outputs the action k, compares it with

the fault type of data z in the environment, and then gives
the agent reward to make the model achieve the expected
effect.

3.3.2. State Evaluation of Distribution Terminals.
,rough the above analysis, we define the sample dataset
collected by the distribution terminal as shown in Table 2. At
the same time, this study takes it as the input data of the
evaluation model of deep reinforcement learning.

,en, the proposed evaluation model is introduced for
learning and training. ,e learning process of the proposed
deep reinforcement learning model is as follows:

(1) We initialize the weight parameter τ of the fitting Q-
value function;

(2) We repeat the experience track from 1 to UU;
Initialization status (sample data of distribution
terminal);

(3) We observe whether the output action is consistent
with the sample label corresponding to the fault data
in the environment. If it is consistent, z � +1; oth-
erwise, z � −1;

(4) We input the state z′ at the next time and use y �

g + ϑmaxQ(z′, k′; τ) to calculate the target Q-value
function y;

(5) ,e gradient descent algorithm is used to update the
network parameters for (y − Q(z′, k′; τ))2.

Figure 3 shows the selected membership function.
Considering the complexity of distribution terminal data,
the membership function of a triangle combined with the
semi-trapezoid is relatively simple and accurate, so this
method is used to calculate the membership degree in this
study.

,emembership function calculation formula of triangle
combined with semi-trapezoid is shown in equations (7) to
(10).

c1(q) �

1, q≤Q1,

Q2 − q

Q2 − Q1
, Q1 < q≤Q2,

0, q>Q2,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

c2(q) �

q − Q2

Q2 − Q1
, Q1 < q≤Q2,

Q3 − q

Q3 − Q2
, Q2 < q≤Q3,

0, else ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)
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c3(q) �

q − Q2

Q3 − Q2
, Q2 < q≤Q3,

Q4 − q

Q4 − Q3
, Q3 < q≤Q4,

0, else,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

c4(q) �

0, q≤Q3,

q − Q3

Q4 − Q3
, Q3 < q≤Q4

1, q>Q4,

,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(10)

where q represents the terminal deterioration evaluation
value according to the evaluation index; cj(q) is the
membership function under each state evaluation, which is
to determine the state evaluation results of distribution
terminals.

4. Experiment Analysis

Aiming to present the experimental simulation analysis with
the best effect, the experiment is completed on the machine
of Ubuntu 16.04 system, and the analysis network is built by
relying on the open-source machine learning platform of
PyTorch deep learning framework.,e specific experimental
platform settings are shown in Table 3.

4.1. Experimental Dataset and Evaluation Index. Using the
distribution terminal state analysis method proposed in this
study, we take the sample dataset of power distribution
terminal operation markers collected by a power grid from
Electric Power Research Institute (a total of 15000 data,
covering 13 terminal-related state quantities) as an example.
,e sample dataset is divided into training sample dataset
and test sample dataset according to the ratio of 4 :1.

,e RMSE indicates the overall reliability of the
prediction.

Aiming to quantify the evaluation efficiency, we use the
general evaluation index as the indicator of the quality of the
results, that is, the root mean square error (RMSE) ER, and
its calculation formula is shown in equation (11)as follows:

ER �

�������������

1
N



N

i�1
yi − yi( 

2




. (11)

Table 2: Distribution terminal status dataset.

Type Data category Data number

Operation environment information collection

External temperature detection z1
External humidity detection z2

Internal temperature detection z3
Internal humidity detection z4

Analog conversion status acquisition A/D conversion detection z5
Circuit disconnection detection z6

Switching state acquisition A/D conversion detection z7
Circuit disconnection detection z8

Communication status acquisition
Network timing flag z9

Message type z10
Communication delay detection z11

Main power supply status acquisition
Power loss detection z12

Voltage mutation detection z13
Circuit disconnection detection z14

Standby power status acquisition

Power loss detection z15
Voltage mutation detection z16

Circuit disconnection detection z17
Residual capacity detection z18

Internal board status acquisition
Board power detection z19

Board operation detection z20
Board insulation detection z21

1
Normal

Need
attention Abnormal Breakdown 

Q1 Q2 Q3 Q4

M
em

be
rs

hi
p 

de
gr

ee

Figure 3: Membership function diagram of a triangle and semi-
trapezoid combination.
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4.2. Training Process Analysis of the Proposed Model. In the
proposed network model, the convolution kernel size of the
first convolution layer is 128×1. ,e step size is 8, and the
larger convolution kernel can effectively extract the char-
acteristics of time-domain signals on a large scale. ,e
second and third convolution layers are used to better ex-
tract the deep features of the signal. ,e size of the con-
volution kernel is 8×1. ,e output of the network at this
position is pooled, and the layer has local invariance. By
using maximum pooling for the output characteristics of
convolution, the network can reduce the amount of data
while maintaining the essence of the signal. ,e width of
pool nuclei is 5×1, and the step size is 4.

,e full-connection layer can connect these features.,e
full-connection layer can enhance the ability of the network
to learn features, including 256 and 32 neurons, respectively.

Aiming to characterize the excellent ability of the im-
proved prediction model, we first compare the traditional
CNN network with the improved network. ,e prediction
results can be obtained from Tables 4 and 5.

As shown in Tables 4 and 5, under the same experimental
background and network parameters, the network perfor-
mance of the deep reinforcement learning network model
proposed is significantly improved. When the network
parameters are set to learning rate� 0.150 and training
parameters� 20 000, the network accuracy of the improved
CNN prediction model is the best, that is, ER is 232.99.

In each round of training, the steps of the deep rein-
forcement learning model proposed in this study are 512 in
each round, and a total of 3000 rounds are trained. At the
same time, we average the loss value and draw it, as shown in
Figure 4.

From Figure 4, we can see that after each round of
training, the low accuracy and poor stability of the model
after training can be solved due to the addition of a Q-
learning strategy so that the evaluation model has good
antinoise performance, which can support the loss value of
the terminal state analysis model proposed in this study to
remain in a relatively low state, indicating that the model can
maintain a high learning efficiency in every round of
training. ,erefore, the feasibility of this method in distri-
bution network terminal state identification analysis is
verified.

4.3. Performance Analysis of the Evaluation Model. In order
to verify that the distribution terminal state analysis method
proposed in this study has the optimal performance of state

identification, reference [23] and reference [26] are used as
comparison methods to realize simulation experiment
analysis in the same operation scenario.

Figure 5 shows the analysis results of test datasets under
different methods.

As shown in Figure 5, the state evaluation performance
of the method proposed in this study is better than that of
the comparison method. ,e recognition accuracy of the
proposed method is 94.23%, which is 1.1% and 0.9% higher
than that of reference [23] and reference [26], respectively.
,e evaluation index of the proposed method is 249.3,
which is 7.96 lower than reference [26] and 12.66 lower
than reference [23].

,e reason is that reference [23] ignores the time-series
characteristics of distribution terminal equipment data, and
only roughly extracts and learns the state data from the deep
network. However, reference [26] ignores the problem of
poor stability of the deep networkmodel, and cannot achieve
stable and efficient state evaluation and analysis throughout
the cycle.

×10-3

500 1000 1500 2000 2500 30000
Epoch

0

1

2

3

4

5
Lo

ss

Figure 4: Loss value change curve of the evaluation model.

Table 3: Setting of recognition experimental analysis platform.

Project Parameter
Operating system Ubuntu 16.04
CPU Inter(R) Core(TM) i5-7200 CPU
GPU GeForce RTX2080 TI
RAM 16GB
Development language Python
Development platform PyTorch
Development tool PyCharm

Table 4: Prediction performance of the traditional CNN network.

Learning rate Training parameters ER
0.050 10000 337.36
0.100 10000 312.72
0.150 10000 278.87
0.050 20000 305.25
0.100 20000 299.87
0.150 20000 268.78

Table 5: Prediction performance of the proposed network model.

Learning rate Training parameters ER
0.050 10000 298.01
0.100 10000 286.32
0.150 10000 240.95
0.050 20000 279.19
0.100 20000 257.03
0.150 20000 232.99
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Due to the existence of the Q-reinforcement learning
network, the proposed method can enhance the perception
and decision-making ability of the network, make the an-
tinoise ability of the state evaluation model better, and can
effectively improve the state analysis performance of the
model. In addition, the existence of a membership function
increases the objectivity and reliability of the terminal state
evaluation method so that the proposed distribution ter-
minal state analysis model has better recognition and
evaluation ability.

5. Conclusions

Accurately monitoring and evaluating the operation status
of distribution terminals are the basic means to realize the
safe and reliable operation of the distribution network.
,erefore, this study proposes a distribution network state
evaluation method using a deep reinforcement learning
model. ,e proposed terminal state evaluation model is
composed of the Q-reinforcement learning network and
convolutional neural network, which has the strong model
antinoise ability and effectively extracts the characteristic
information of the sample dataset. At the same time, triangle
and semi-trapezoid membership functions are introduced to
support the reliability. ,e simulation experiment is based
on the actual sample dataset of the distribution terminal.,e
experiment proves that the recognition accuracy and root
mean square error ER of the proposed method are 94.23%
and 232.99, respectively, which can accurately and stably
evaluate the operation status of distribution terminals.

Although the method proposed can accurately identify
the distribution station area data l data, its parameters are
fixed values, which are difficult to automatically adjust
according to the data characteristic information. ,e next
research work is to introduce the parameter adaptive al-
gorithm into the model to enhance the ability of parameter
optimization and further improve the evaluation efficiency.

Data Availability

,e data used to support the findings of this study are in-
cluded within the article.
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